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Prefacio a la Segunda Edicion de 2019

Parece natural que luego de publicada una obra escrita por quien continua trabajando en
la materia que la obra trata, su autor sienta la necesidad de corregir y mejorar la version
original y aun de incluir temas que, con el paso del tiempo, cada vez més parecen
"haberse quedado en el tintero". Pues bien, esta nueva edicion tiene la pretension de
cubrir, aunque sea en parte, algunas de aquellas carencias de origen de la primera
version que tuve el honor fuese publicada como premio al libro 2010 por la Asociacion
Argentina de Control Automatico. No me ocuparé en este prefacio de mencionar la
larga lista de correcciones de estilo, simplificaciones en la notacion y reorganizacion de
muchos parrafos y temas con miras a hacer mas amigable y didactica su lectura. En
cambio, si creo necesario referirme a los mas significativos nuevos contenidos que
fueron incluidos en la presente edicion.

La nueva version del Capitulo 2 incluye la descripcion de los procesos que perturban las
medidas de una unidad inercial. Dicha descripcion se complementa con una
introduccion del concepto de Variancia de Allan, fundamento teoérico esencial del
procedimiento para medir y caracterizar dichas perturbaciones que hoy en dia un
estandar de la industria. Con base en la medida de la Variancia de Allan las unidades
inerciales se clasifican segln las clases de performance descritas en ese Capitulo. El
concepto de modelo markoviano unificado introducido en el parrafo 2.7 permite
formular esas perturbaciones en forma acorde con la teoria de fusion de datos que luego
es aplicada a los esquemas de navegacion integrada expuestos en el Capitulo 10.

Los contenidos del Capitulo 8 de la primera edicion se expanden en los actuales Capitulos 8
y 9. El primero preserva como eje la descripcidon de los sistemas satelitales de navegacion
global (GNSS) pero elabora con mayor detalle los principios que gobiernan el disefio de un
receptor GNSS basado en software. Se pretende asi motivar al lector a incursionar en una
tecnologia de rapida evolucion impulsada por vastos recursos de investigacion asignados a
nivel mundial. A partir del modelo de la sefial de RF en la antena, se formula
matematicamente la transformacion de esta sefial a lo largo de la etapa de RF del receptor
previo a su demodulacion compleja y muestreo digital. A partir de esta formulacion se
describen los procedimientos numéricos que, aplicados a la secuencia muestreada, permiten
determinar: a) los satélites visibles de la constelacion y rastrearlos, b) el tiempo de
transito de la sefial entre cada satélite y el receptor, c) el desvio Doppler de la sefial en
tanto que medida de la velocidad relativa respecto de cada satélite visible, d) la
secuencia de bits de datos que contiene el mensaje emitido por cada satélite y e) una
medida de la fase de la portadora.

En el Capitulo 9, el receptor GNSS es visto en tanto que sensor exoceptivo de tres
observables, a saber: de cddigo, de fase y Doppler. Se modelan matematicamente las
medidas de estos observables teniendo en cuenta las multiples perturbaciones que las
afectan. Con base en estos modelos se consideran diversas opciones para determinar la
posicion y la velocidad (absolutas o relativas), juntamente con las correspondientes
imprecisiones asociadas. El subcapitulo 9.4 estd consagrado a las técnicas de fase
subrayando su potencial para el posicionamiento de muy alta precision. Se destaca la
dificultad inherente de estas técnicas de posicionamiento debida al caracter ambiguo de la
medida de la fase que, en la practica, s6lo puede ser medida mdédulo un nimero entero de
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ciclos. Se establecen observables diferenciales derivados del observable primario que
habilitan la aplicacion de técnicas numéricas para la determinacion de la ambigiliedad entera
exclusivamente con datos obtenidos época por €poca. Estas técnicas, conocidas como de
cinematica en tiempo real, en inglés Real Time Kinematics 6 simplemente RTK, requieren
de un considerable esfuerzo computacional. En el subcapitulo 11.7 se retoma este tema para
demostrar que cuando los observables forman parte de un esquema de navegacion
integrada, las ambigiliedades pueden estimarse en tanto que variables reales juntamente
con el estado cinematico del vehiculo.

El material del Capitulo 9 de la primera edicion es expuesto en mayor detalle en los actuales
Capitulos 10 y 11. El primero esta dedicado exclusivamente a exponer el problema del
filtrado no lineal junto con sus dos versiones aproximadas mas populares: el Filtro de
Kalman Extendido (EKF: Extended Kalman Filter) propuesto inicialmente por
Jazwinski, (1970) y el Filtro de Kalman con "Puntos Sigma" (SPKF: Sigma Point
Kalman Filter) propuesto por Julier/Uhlmann/Durrant-Whyte, (1995). Se incluyen
pseudo-codigos para ambos procedimiento lo cual pensamos sera de utilidad para los
programadores.

El Capitulo 11, dedicado exclusivamente a ejemplos de aplicacion, amplia,
considerablemente, los casos expuestos en la primera ediciéon. Se distinguen los
procedimientos comunes a todos los sistemas de navegacion de aquellos que, siendo
dependientes de la configuracion instrumental del problema, tienen que ver con el célculo
de la innovacién y con la actualizacion de la estimacion del filtro de fusion datos. Los
primeros daran lugar a moédulos de SW comunes a muchas aplicaciones, los segundos
requieren establecer para cada aplicacion especifica: a) el modelo de las desviaciones de
las medidas inerciales, b) los modelos de los sensores exoceptivos, c¢) el modelo de las
innovaciones y d) el modelo de las desviaciones del estado y de los parametros. El
ultimo subcapitulo estd dedicado a exponer el disefio completo de un sistema de
navegacion aplicado al radar de apertura sintética (SAR) aerotransportado de la
CONAE. Con datos experimentales de vuelos de prueba se evaltian las performances de
varias configuraciones instrumentales alternativas. De los resultados se extraen
conclusiones que reflejan relaciones de compromiso practicas entre la complejidad del
SW y la calidad de la instrumentacion disponible.

Martin Espafia
Junio 2019
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Prologo a la Edicion de 2010

La rapida expansion del campo de aplicacion de la navegacion ha ido de la mano del
acelerado avance de las tecnologias de integracion masiva de componentes electronicos
y unidades de computo, juntamente con el desarrollo de actuadores y sensores
miniaturizados en tecnologia MEMS (Micro Electro Mechanical Systems). En la
actualidad, las aplicaciones abarcan campos tan diversos como la microcirugia, la
neuro-navegacion, los vehiculos auténomos (aéreos, terrestres y subacuaticos), las
misiones espaciales o los servicios basados en la localizacion del usuario. Es posible
afirmar que las funciones de casi cualquier dispositivo portatil o disefiado para
desplazarse en el espacio (autdbnomamente o no) son susceptibles de ser mejoradas,
ampliadas o automatizadas gracias a la inclusion de un sistema de navegacion en alguna
de sus variantes. Esto incluye teléfonos celulares, herramientas y sensores a bordo de un
movil en cualquier medioambiente La navegacion auténoma, habilitada mayormente
por estas nuevas tecnologias, ha abierto a su vez nuevas fronteras y lineas de
investigacion relativas el disefio de sistemas cooperativos conformados por conjuntos de
entidades dinamicas independientes que comparten informacion y objetivos comunes.
Ejemplos de estos sistemas son los grupos de robots en celdas de manufactura, las
flotillas de vehiculos en misiones de rescate y los arreglos reconfigurables de
microsatélites en vuelo coordinado. Este ultimo concepto es sin duda una de las ideas
mas novedosas formuladas por la industria espacial del presente siglo y seguro
impactara decisivamente en las nuevas tecnologias de observacion de la Tierra desde el
espacio. En particular, motiva actualmente enormes esfuerzos de desarrollo de nuevos
disefios de radares espaciales tanto para las aplicaciones de observacion SAR (Synthetic
Aperture Radar) como de supervision.

Fruto de la alta integracién y miniaturizacion de los circuitos digitales son los sistemas
embebidos basados, ya sea, en las clasicas tarjetas PC/104 para los sistemas con
requerimientos de mayor flexibilidad funcional o, para aquellos orientados a
aplicaciones especificas, en tecnologias como los SoC (System on a Chip), FPGA (Field
Programmable Gate Arrays) o ASIC (Application Specific Integrated Circuit). En todos
los casos el resultado es una gran capacidad de computo y comunicaciones disponibles a
bordo de un movil. Una consecuencia importante de esta nueva realidad es la
posibilidad de implementar poderosos algoritmos numéricos que estiman, con una alta
tasa de salida de datos, simultineamente los parametros de navegacion y las
imprecisiones instrumentales. Esto se realiza usando una variada gama de instrumentos
cuyos datos son procesados ni bien estan disponibles y no necesariamente en forma
sincronica. Estos algoritmos, llamados de navegacion integrada, emplean métodos de
fusion de datos con origen en la teoria del filtrado no lineal de procesos estocasticos.
Los algoritmos mas utilizados constituyen extensiones del Filtro de Kalman ya sea en
sus versiones analiticas, i.e.: EKF (Extended Kalman Filter) y LKF (Linearized Kalman
Filter) o Bayesianas, i.e: SPKF (Sigma Point Kalman Filter) y UKF (Unscented
Kalman Filter). La principal ventaja de estas técnicas es que, se benefician de la
diversidad de fuentes de informacion instrumental para reducir la incertidumbre de los
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estimados. De este modo, la certidumbre resultante resulta siempre mejor que la mejor
de todas provista por cada instrumento tomado individualmente. Esto hace posible por
un lado, utilizar instrumentos que proveen solo informacion parcial del estado de
navegacion y por otro reducir las exigencias de calidad y precision de cada instrumento
en particular. Dado que, tanto el costo como el volumen de los instrumentos crecen
rapidamente con la precision requerida, la complementacion de instrumentos,
posibilitada por los nuevos algoritmos, hace de estos tltimos el sustrato natural del
software embebido usado en los nuevos y ubicuos sistemas de navegacion, expandiendo
y reforzando atin mas su campo de aplicaciones.

Por lo dicho anteriormente, los nuevos resultados de la teoria de fusion de datos se
potencian sinérgicamente con los avances tecnologicos en instrumentacion 'y
computacion. Esto confiere a la disciplina un dinamismo particular y gran interés en
muchos laboratorios de investigacion. Frente a esta realidad caracterizada por la
innovacion, el presente volumen busca exponer, lo mas rigurosamente posible, los
fundamentos conceptuales en los que se basa la actividad entendiendo que de este modo
el lector podra beneficiarse de un material que le permitira comprender, desarrollar o
anticipar nuevas tendencias.

La navegacion integrada es un ejemplo claro de interdisciplinariedad que toca a un
mosaico de tecnologias y métodos matematicos de los cuales, la mayoria de los textos
actuales exponen aspectos parciales. Asi, para abarcar la diversidad inherente a esta
tecnologia el investigador y el tecndlogo se ven obligados a recorrer una extensa
bibliografia. Dadas las necesidades de nuestro medio en el cual el desarrollo de esta
tecnologia es aun incipiente la obra ofrece, a quienes deseen iniciarse en el tema, un
punto de partida inico y coherente que abarca la diversidad de aspectos que conducen a
la comprension y al disefio de los sistemas de navegacion actuales.

La obra expone rigurosamente los fundamentos matematicos de los métodos modernos
de la navegacion integrada entendiendo que sélo la comprension cabal de éstos
permitird a ingenieros y tecndlogos desarrollar nuevos sistemas de navegacion y al
investigador innovar en el tema. Dichos fundamentos incluyen las tecnologias actuales
de los instrumentos de navegacion, los sistemas de navegacion satelital global junto con
los modelos matematicos de sus mediciones, los métodos numéricos de integracion de
las ecuaciones diferenciales cinematicas, la representacion de la orientacion de un
cuerpo, las transformaciones de coordenadas entre distintos sistemas de referencia, la
modelizacion del campo geo-gravitatorio y la descripcion matematica de los métodos de
fusion de datos.

Mas de 10 afios de experiencia en la materia se reflejan en aportes metodologicos,
puntos de vista novedosos y descripcion de aplicaciones en cuyo desarrollo participé en
forma directa. Dicha experiencia estuvo vinculada al disefio y desarrollo de unidades de
navegacion para la Comision Nacional de Actividades Espaciales y a mi labor como
profesor de la asignatura que dicto desde 2006 en el Departamento de Investigacion y
Doctorado de la Facultad de Ingenieria de la UBA.

El libro consta de 9 capitulos. En el Capitulo 1 se define el concepto de navegacion y se
clasifican los métodos clasicos segun la instrumentacion utilizada. Se introducen
conceptos como navegacion inercial, navegacion strapdown y navegacion integrada que
luego seran abordados en detalle en el resto del volumen. En el Capitulo 2 se enuncian



los principios fisicos y principales tecnologias empleadas en los instrumentos inerciales
actuales y se formula la estructura del modelo matematico de una unidad de medidas
inerciales. El Capitulo 3 estudia las diversas representaciones de la orientacion de un
cuerpo en el espacio y formula las ecuaciones diferenciales (cinematicas) que describen
su evolucion en el tiempo. El Capitulo 4 introduce los sistemas de coordenadas usuales
junto con los elementos de geodesia requeridos en la disciplina. En particular, se
justifican los distintos modelos del campo geo-gravitacional utilizados segtn el tipo de
aplicacion. En el Capitulo 5 se deducen las ecuaciones de navegacion para las ternas de
navegacion usuales. El Capitulo 6 estudia la dindmica de propagacion de los errores de
las ecuaciones de navegacion. En el Capitulo 7 se describen los algoritmos de
navegacion inercial de tipo strapdown en tiempo real para las ternas ECEF y LGV. El
Capitulo 8 presenta los sistemas de Navegacion Satelital Global (GNSS) operativos o en
curso de serlo y se concentra en la descripcion de las sefales, los servicios y los
observables del sistema GPS. En el Capitulo 9 se describen los métodos de fusion de
datos usados en la navegacion integrada y se exponen ejemplos de aplicacion.
Finalmente, en el Apéndice A se deduce la expansion en armonicos esféricos del campo
gravitatorio terrestre usado, principalmente, en aplicaciones espaciales.

Es mi deseo expresar un muy especial agradecimiento a Juan Ignacio Giribet y a Juan
Carrizo, ambos de la Facultad de Ingenieria de la UBA, por su valiosa participacion en
diversos desarrollos compartidos. Su generosa disposicion en numerosas y valiosisimas
charlas contribuyo significativamente a la concrecion y depuracion de esta obra. Vaya
también un agradecimiento genérico a los estudiantes de mi materia que esforzadamente
asimilan, critican y aplican los conceptos de esta obra logrando finalmente convencerme
del interés de los mismos.

Finalmente, quiero dejar sentado mi reconocimiento a la CONAE, institucion que me
cobijo y estimulé con sus ambiciosos proyectos y desafios a ingresar en este

apasionante campo de la tecnologia moderna.

Martin Espafia
Abril 2010
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Capitulo 1
Introduccion

Es costumbre denominar “pardmetros de navegacion” al conjunto de valores numéricos
que describen la posicion, la velocidad y la orientacion de un vehiculo respecto de un
dado sistema de referencia y en unas dadas unidades. Con base en esta denominacion,
navegacion se define habitualmente como “el arte y la ciencia que permiten determinar
los parametros de navegacion de un vehiculo con informacion disponible a bordo del
mismo.

Desde tiempos remotos, motivados por sus desplazamientos sobre la tierra o el mar, los
seres humanos han utilizado diversas técnicas de navegacion. Algunas permiten
determinar el valor absoluto de los parametros de navegacion del vehiculo (o del
individuo) gracias a mediciones referidas a cuerpos exteriores al mismo, por ejemplo,
los objetos cercanos en la navegacion “a vista”, los astros de posicion conocida en el
firmamento, el campo geomagnético local que, mediante una aguja imantada, permite
determinar el rumbo respecto del norte magnético (técnica utilizada antiguamente en
China, en Europa y en algunas civilizaciones mesoamericanas). Otras técnicas se basan
en la medicion de la velocidad de variacion de los parametros de navegacion, lo que
requiere conocer sus valores iniciales en un punto de partida. En este caso, los nuevos
parametros de navegacion son determinados por “extrapolacion” integrando la
velocidad de cambio. Este procedimiento, tradicionalmente usado en la navegacion
marina, es conocido en inglés con el nombre de “dead-reckoning” en alusion al método
de medir la velocidad de un barco respecto de un cuerpo muerto supuestamente inmovil
sobre la superficie del agua. Similarmente, en aeronavegacion se utiliza la medicion de
la velocidad respecto del aire exterior obtenida mediante tubos de Pitot. La medicion de
la velocidad combinada con el conocimiento del rumbo magnético permite estimar la
posicion por extrapolacion desde una posicion conocida anterior.

Una limitaciéon de los métodos de extrapolacion clasicos es la dependencia de sus
mediciones respecto de un medio (aire o agua) que no solamente es constantemente
perturbado por corrientes o vientos sino que ademas sus propiedades fisicas cambiantes
(temperatura, la presion, la humedad, etc.) alteran la estabilidad de la medicion ya sea
de la velocidad o de la aceleracion. Durante el siglo XX se desarrollaron instrumentos
inerciales que permiten medir, a bordo del vehiculo, su aceleracion y velocidad angular
respecto de un sistema inercial (sistema fijo respeto de las estrellas) en forma estable e
independientemente de las condiciones ambientales. Esta ventaja motivé una gran
difusion de estos instrumentos, en particular, en las aplicaciones a la aeronavegacion y
al desarrollo de cohetes. Sin embargo, como veremos, toda técnica de extrapolacion
conlleva un crecimiento polinomial con el tiempo de los errores en los parametros de
navegacion.

" Esto incentivé la invencion de astrolabios a partir del siglo XV y mas tarde sextantes y crondometros.
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Las anteriores limitaciones han hecho que la navegacion inercial pura sea cada vez
menos utilizada en nuestros dias, exceptuando aplicaciones en las que se requiera de una
autonomia total del vehiculo o que deba asegurarse inmunidad a fallas y a posibles
interferencias exteriores. Ejemplos de aplicaciones en las que estd vedada toda
informacion exterior al vehiculo son los submarinos en misiones integramente debajo
del agua o los misiles balisticos intercontinentales. De otro modo, es cada vez mas
frecuente combinar medidas inerciales con otras provenientes de instrumentos que
pueden medir alguno o todos los parametros de navegacion en forma directa.

La aviacion civil es un ejemplo de tipico de navegacion que combina regularmente la
tecnologia inercial con sensores de referenciacion absoluta. Los mas utilizados son radio
sefales provenientes de estaciones en Tierra (sistemas VOR, NDB, ILS, etc.
Kayton/Fried, 1997) o en el espacio (sistemas satelitales de navegacion global como el
GPS). Importa destacar sin embargo que, a pesar de la rapida evolucion de los
instrumentos de navegacion absoluta, ningiin avion prescinde hoy en dia de informacion
inercial, ya sea para complementar la no inercial o como fuente de informacion
redundante en prevencion de fallas.

1.1 Sistemas de referencias

Un sistema de referencia es una terna de 3 vectores ortogonales con base en un punto
origen que permite definir las coordenadas en que son representados los parametros de
navegacion. Para poder expresar sus resultados, todo sistema de navegacion usa una o
mas ternas de referencia en sus distintas fases de computo. En el Capitulo 4 se presentan
en forma detallada las ternas de referencia usuales y las transformaciones de
coordenadas que las vinculan, mientras tanto mencionamos algunas que son de interés a
los fines de la presente introduccion.

Q Plano tangente local
al elipsoide normal.

7 =7

Vertical

¢ goodési
Meridiano de Uy geodesica

Greenwich.

g Ecuador

Figura 1.1: Ternas de referencia.

Las ternas: ECEF (Earth Centered Earth Fixed) y ECI (Earth Centered Inertial) cuyos
ejes, respectivamente, (x°, y°, z°) y (X', y', Z') son indicados en la Fig. 1.1, comparten su
origen en el centro de masa de la Tierra (CM) y el eje z°=z' que coincide, a su vez, con
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el eje de rotacion terrestre. Los otros dos ejes estan contenidos en el plano ecuatorial.
En el caso de la ECEF estos ejes son solidarios a la Tierra mientras que en la terna ECI
permanecen inmdviles en el espacio inercial (o como suele decirse respecto de las
“estrellas fijas”). La terna ECEF, regularmente utilizada en navegacion en las cercanias
de la Tierra, ha sido adoptada por los Sistemas Satelitales de Navegacion Global
(GNSS) tales como GPS, GLONASS y GALILEO. Dedicaremos los Capitulos 8 y 9 a
estudiar estos sistemas y las mediciones a que dan acceso. Por su parte, la terna ECI
tiene el interés, desde un punto de vista matematico, de que las ecuaciones de
movimiento a las que da lugar adoptan la forma mas simple posible. En cambio, para
una referencia no inercial (p.e. la ECEF) las ecuaciones se obtienen mediante
transformaciones de las ecuaciones en ECI que, como se vera en detalle en al Capitulo
5, incluyen términos originados en las aceleraciones aparentes de Coriolis o centripeta.

En transportes intra-atmosféricos (aéreos, marinos o terrestres) es usual utilizar una
terna centrada en el CM cuyo eje z sea ortogonal al plano tangente local al elipsoide
normal (ver definicion en el Capitulo 4) denominada terna de la vertical geodésica local
o LGV (Local Geodetic Vertical). Un caso particular es la terna geografica, denotada

con el superindice “g” en la Fig. 1.1, cuyos ejes (x5 y% z%) son paralelos,
respectivamente, a las direcciones Este, Norte y Arriba (Up) locales.

1.2 Clasificacion de los métodos de navegacion

Los métodos de navegacion son tan variados como los principios fisicos que permiten
medir o calcular los pardmetros de navegacion o como los sistemas de referencias
respecto de los cuales éstos estan referidos. A grandes rasgos y como fuera sugerido en
la introduccion de este capitulo, pueden distinguirse dos grandes clases: los métodos de
extrapolacion y los métodos de referenciamiento absoluto (véase también la
clasificacion propuesta por Kayton/Fried, 1997):

1.2.1 Métodos de extrapolacion

Usan mediciones de las derivadas temporales (velocidades y aceleraciones lineales o
angulares) o de variaciones relativas de los parametros de navegacion respecto de un
valor anterior. Los valores absolutos de los parametros de navegacion son obtenidos
mediante integracion o acumulacion de las mediciones a partir de un valor inicial. Los
instrumentos tipicos son: sensores inerciales, odometros, codificadores rotatorios,
sensores de velocidad del aire, etc. y son denominados introceptivos por no depender de
una referencia exterior. En los sistemas que utilizan el efecto Doppler (electromagnético
0 acustico) para medir velocidad, la posicion relativa respecto de la fuente también se
determina por extrapolacion, por lo que quedan incluidos en este grupo.

Dado que los parametros de navegacion se obtienen por integracion de las mediciones,
los errores en é€stas y/o en las condiciones iniciales inducen errores de navegacion que
crecen polinomialmente con el tiempo por lo cual, para trayectorias prolongadas estos
métodos requieren ser actualizados con mediciones absolutas de la posicion o la
orientacion. A pesar de estas limitaciones, tienen el interés de ser independientes de
referentes exteriores al vehiculo y la ventaja de disponer de informacion en forma casi
continua o a una alta tasa de adquisicion.
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1.2.2 Métodos de referenciamiento absoluto

Utilizan sensores que miden directamente parametros de navegacion (pueden ser
coordenadas de posicion, velocidad u orientacion) respecto de un dado sistema de
referencia mediante la deteccion e identificacion de sefiales u objetos exteriores al
vehiculo, razon por la cual estos sensores son denominados genéricamente exoceptivos.
Cuando el parametro medido es directamente la posicion del mévil respecto de algin
hito conocido, situacion frecuente en robdtica mévil (Siegwart/Nourbakhsh, 2004), es
mas usado el nombre de auto-localizacion. Contrariamente a los sensores introceptivos,
las mediciones exoceptivas suelen ser adquiridas en instantes discretos y no siempre en
tiempo real. Se destacan en este grupo los sistemas que utilizan los siguientes
principios, algunos de los cuales son desarrollados mas abajo:

o Radionavegacion.

o Navegacion celeste.

o Navegacion con mapa.

e Rebote de sefial (sonar, radar, lidar).

o Navegacion por imagenes (vision/reconocimiento de formas)
o Sensores de distancia (explorador laser).

Sistemas de Radionavegacion

Se basan en una red de estaciones radiotrasmisoras de referencia fijas a la Tierra o
montadas sobre plataformas moviles (espaciales, terrestres, marinas o aéreas). Los
instrumentos/receptores a bordo del vehiculo detectan las sefiales emitidas y calculan su
posicion relativa respecto de las estaciones emisoras de referencia. El desplazamiento
en la frecuencia de la portadora de la sefal debido al efecto Doppler permite medir su
velocidad radial respecto de las estaciones emisoras. Los sistemas de radionavegacion
terrestre mas usados en aeronavegacion son los NDB (Non-Directional Beacons) o
radiofaros no direccionales, los VOR (VHF-Omnidirectional Range) y los DME
(Distance Measurement Equipment) (Kayton/Fried, 1997). Los dos primeros miden la
direccion que une al vehiculo con la fuente emisora y el Gltimo la distancia a un punto
de referencia. El primero es el mas antiguo en vigencia y consiste en una red que emite
sefial polarizada verticalmente con portadoras entre 200KHz y 1600KHz. Mediante el
principio “goniométrico” el receptor detecta las direcciones de procedencia de la sefial
de dos 0 mas emisores con las que calcula la posicion del vehiculo. Entre las ventajas de
los NDB para la aeronavegacion figuran su bajo costo de mantenimiento, la posibilidad
de delegar la responsabilidad de la precision al usuario y el hecho de que la propagacion
inherentemente “terrestre” extiende su alcance mas allad de la curvatura del horizonte.
Sus principales limitaciones son la orografia local y el efecto de las reflexiones
ionosféricas a estas frecuencias. Los VOR son ciertamente los mas difundidos en la
aeronavegacion comercial. Su estandar adoptado por la OACI (Organizacion de la
Aviacion Civil Internacional) consiste de una portadora de entre 108MHz y 118MHz.
En esa banda, la reflexion ionosférica es casi inexistente y la propagacion en linea recta
evita la interferencia entre estaciones mas alla del horizonte. Contrariamente a los NDB,
la sefial transportada por la portadora VOR provee directamente la informacion de la
direccion de procedencia lo que simplifica las funciones del receptor (Hurley et all.,
1951). Una considerable mejora tecnologica introducida en la segunda generacion de
esta tecnologia es la denominada Doppler VOR que permite reducir la imprecision del
angulo de procedencia de 2,8° a 0,4° (Anderson/Flint, 1959).

10
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El DME es un sistema “activo” basado en la medicion del tiempo de respuesta de una
estacion de referencia a una interrogacion emitida por el vehiculo. El tiempo de ida y
regreso de la sefial es medido con el reloj del receptor por lo que no es necesaria
ninguna sincronizacion entre relojes. Inclusive la estabilidad del reloj no es critica en el
método vistas las cortas diferencias de tiempos involucradas. Es usual que estos equipos
estén ubicados en estaciones VOR (VOR/DME) de modo que la combinacion de ambos
permite medir en forma absoluta el radio y la direccion a dicha estacion. En el ambito
militar las funciones VOR/DME estan integradas en los sistemas conocidos como Tacan
(Tactical Air Navigation) con una portadora tnica en el rango 960-1215 MHz, lo que
permite antenas mas pequefias de mayor portabilidad.

Desde un punto de vista conceptual es posible medir “pasivamente” (con senales
unidireccionales) los tiempos de propagacion a un receptor desde los emisores de
referencia de una red “estampando” el instante de emision en la propia sefial emitida y
luego comparar a éste con el tiempo de recepcion en el receptor. Esto requiere, sin
embargo, de una alta sincronia y estabilidad de todos los relojes involucrados. Las
importantes mejoras en la precision y la estabilidad de la medicion del tiempo
alcanzadas a partir de los afios 70’s mediante relojes atomicos (con estabilidad de largo
plazo del orden de 1 parte en 10") dieron un impulso decisivo a estas técnicas.

El requerimiento de que el receptor del usuario cuente con un reloj de alta estabilidad y,
mas aun, sincronizado con los otros relojes de la red pudo ser superado gracias a la
introduccion del concepto de “pseudo-rango”. Este concepto consiste en disponer y
utilizar un nimero redundante de mediciones de distancias (4 en R*6 3 en Rz) a los
elementos de la red de referencia todas afectadas por el mismo sesgo del reloj del
receptor y a partir de ellas determinar, simultaneamente, las coordenadas de la posicion
y el sesgo horario. Este método es utilizado en nuestros dias por los mas ubicuos
sistemas de radionavegacion existentes: los GNSS entre los que se cuentan el sistema
GPS (EEUU), el GLONASS (Rusia) y el futuro GALILEO (UE). La gran ventaja de
los sistemas GNSS es que permiten, en todo instante y bajo cualquier condicion
atmosférica, posicionar un receptor ubicado en cualquier punto interior a la constelacion
de satélites de referencia con un error acotado. El seguimiento de la fase de cada
portadora por parte del receptor hace posible ademas medir la velocidad radial de éste
respecto de cada satélite (medicion conocida como “Doppler” o delta-pseudo-rango™)y
aun obtener, mediante técnicas interferométricas, posicionamientos relativos con
precision de centimetros o medir directamente los parametros de la orientacion de un
receptor multi-antena. Estas metodologias, discutidas en el Capitulo 9, constituyen la
base de los mas modernos sistemas de navegacion de alta precision.

Navegacion Celeste

El fundamento de la navegacion celeste es la medicion de la elevacion y azimut de uno
o mas cuerpos celestes de referencia. Esta medicion combinada con la del tiempo y la
prediccion del movimiento relativo de los astros permitio desde tiempos remotos
posicionar en latitud y longitud a un observador sobre la Tierra. Modernamente, algunos
de estos sistemas utilizan catdlogos de estrellas junto con relojes de alta precision y
algoritmos de reconocimiento de patrones estelares para determinar la latitud, la
longitud y la orientacion de vehiculos espaciales o aéreos de gran altura. Estos
instrumentos utilizados en combinacion con una plataforma inercial estabilizada
permiten actualizar peridodicamente la orientacion de ésta Ultima evitando la
acumulacion de los errores por integracion referirda en el Parrafo 1.3.2.
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En la configuracion “star tracker” un sensor estelar (usualmente un telescopio con
campo de vision angosto enfocando su imagen sobre una placa CCD) sigue una o mas
estrellas mediante comandos ejercidos sobre los ejes de su suspension cardanica
montada sobre una plataforma inercial. Su posicion angular provee asi directamente la
informacion absoluta de la orientacion inercial de la plataforma al menos segin dos
angulos (p.e. azimut y elevacion). Como veremos, esta informacion exterior sumada a
la provista por instrumentos inerciales y ambas procesadas mediante un filtro
estocastico de fusion de datos puede ser usada para re-estimar los parametros de
navegacion y aun recalibrar los instrumentos inerciales durante el curso de la
navegacion. Estos esquemas de navegacion integrada son introducidos brevemente mas
abajo en el Parrafo 1.4 de este Capitulo y son tratados en mas en detalle en los Capitulos
10y 11.

Navegacion con mapa

También llamada “por ajuste de mapas”, esta técnica consiste en producir un mapa local
del medioambiente del vehiculo usando sensores montados sobre el mismo tales como:
camaras, sonar, radar, laser, etc. que detectan hitos, referencias externas o morfologias
preestablecidas. El mapa local es comparado con un mapa global de la region accesible
al vehiculo previamente codificado en una base de datos almacenada en la memoria de
la computadora de navegacion. El sistema de navegacion “ajusta” el mapa local dentro
del mapa global y cuando lo logra determina la posicion global y la orientacion del
vehiculo. El ajuste del mapa puede resultar extremadamente demandante en recursos
computacionales si estuviese basado exclusivamente en la biisqueda exhaustiva dentro
del mapa global. Para reducir esta busqueda se apela a métodos de filtrado no lineal que
combinan informacion de otras fuentes tales como instrumentos inerciales. Schon et al.
(2006) describen aplicaciones de la teoria de filtros bayesianos de particulas a la
navegacion con mapa de vehiculos submarinos, aéreos y terrestres. Los desafios de
estos métodos son las exigencias impuestas a los sensores y a los algoritmos de
deteccion para evitar ambigiiedades que confundan la localizacion.

Un campo de aplicacion en creciente expansion de esta técnica son los robots moviles
en ambientes interiores tales como ambientes industriales, comercios, almacenes, etc.,
en los que se aprovecha la estructura conocida del entorno y la buena definicion de los
sensores ambientales en cortas distancias. Ciertos algoritmos le permiten a la
computadora del robot explorar y aprender el mapa medioambiental cuando éste se
modifica (Masson, 2003).

Una técnica usada en aeronavegacion es la conocida como navegacion con ayuda de
terreno que utiliza modelos digitales de elevacion almacenados en la memoria de la
computadora de navegacion. Estos modelos son correlacionados con los perfiles
altimétricos adquiridos en vuelo mediante un radar o lidar. Un algoritmo selecciona el
perfil que maximiza la correlacion y de este modo estima la desviacion de la trayectoria
en la direccion transversal al paso nominal. Con esta informacion se corrigen los
parametros de navegacion y/o se recalibran los instrumentos inerciales. Bergman et al.
(1997) proponen como solucion el uso de un estimador bayesiano 6ptimo combinando
un modelo digital de terreno con un radar y un baroaltimetro.
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1.3 Navegacion Inercial

En tanto que método de extrapolacion, la navegacion inercial se sustenta en el siguiente
principio basico de la cinematica: Conocidos en un instante inicial la velocidad, la
orientacion y la posicion de un moévil asi como los valores instantaneos presentes y
futuros de su aceleracion lineal y su velocidad angular relativas a un dado sistema de
referencia, es posible calcular la posicion, la velocidad y la orientacion del vehiculo en
todo instante futuro. Cabe destacar que, la aceleracion lineal y la velocidad angular de
un cuerpo, contrariamente a la posicion, la velocidad y la orientacion, pueden ser
medidas sin informacion exterior al mismo.

Si los vectores P'.f',g eR® denotan las componentes en terna inercial ECI,

respectivamente, de la posicion de un movil, la fuerza por unidad de masa (fuerza
especifica) actuante sobre ¢l y la aceleracion gravitacional en funcion de su posicion, la
aplicacion de los principios de la mecénica clasica permite arribar a la siguiente
ecuacion diferencial cuya solucion determina la posicion y la velocidad del movil
futuras V¢ >1¢,.

V=P = g(P)+ (1), P(,)=P; V(t,)=V,; (1.1

Para sistemas de referencia no-inerciales, la Ec. (1.1) debe ser corregida mediante los
términos correspondientes a las aceleraciones aparentes de Coriolis y centripetas.

Las mediciones a bordo de un vehiculo con las que cuenta un sistema de navegacion
inercial son de dos tipos: la fuerza especifica o aceleracion inercial —medida con
acelerometros— y la velocidad angular —medida con girdscopos. Resulta importante
distinguir entre aceleracion y aceleracion inercial o fuerza especifica. En efecto, el
principio cinematico de la relatividad nos advierte que sin mediciones relativas a algiin
objeto externo, es imposible determinar el estado de movimiento de un vehiculo
moviéndose libremente en un campo gravitacional. En consecuencia, un acelerémetro
solo podra medir la fuerza especifica o componente no gravitacional de la aceleracion
impresa al vehiculo ya sea por efecto de la propulsion, la sustentacion o la resistencia
mecanica (friccion, fuerza aero- o hidro-dindmicas, etc.). Lo anterior, junto con el
principio cinematico mencionado mas arriba, implica la necesidad de conocer la
aceleracion gravitacional en cada punto del espacio mediante algin modelo matematico,
aspecto que serd abordado en el Capitulo 4. Por su parte, un giréscopo mide la
velocidad angular de un cuerpo respecto del espacio inercial. En base a las mediciones
de los giréscopos, el sistema de navegacion inercial calcula la variacion de la
orientacion del vehiculo. En el Capitulo 2 se presentan los principios fisicos y
tecnologicos de los sensores inerciales modernos y se describen los parametros que
caracterizan su desempefio. Alli se presentan ademds los distintos tipos de
perturbaciones estocasticas que afectan las mediciones inerciales, se estudian sus
modelos matematicos y se describen los métodos que permiten caracterizarlas
experimentalmente.

Las ventajas reconocidas de un sistema de navegacion inercial son (Kayton/Fried,
1977):
e Producen informacién de los pardmetros de navegacion a muy alta tasa de
muestreo y con gran ancho de banda.
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e Sus medidas no son interferibles y no requieren de estaciones o puntos de
referencia externos.

e Utiliza informacién accesible en todo instante y en todo punto (sobre y fuera del
planeta) con calidad independiente del medio donde se mueva el vehiculo.

Entre sus desventajas mencionamos sin embargo:

e Necesita conocer la orientacion y la posicion iniciales del vehiculo.

e La adquisicion del rumbo inicial requiere la inmovilidad del vehiculo durante el
proceso llamado de “girocompas”, que puede durar algunos minutos, y de
giréscopos de resolucion suficiente como para medir la velocidad angular de la
Tierra (15%hr).

e Los errores de medida en los instrumentos inerciales y en los parametros de
navegacion iniciales inducen errores que crecen polinomialmente con el tiempo
(ver més adelante en este Capitulo).

e Requieren de la actualizacion periodica de los parametros de navegacion con
mediciones absolutas.

Existen esencialmente dos formas de implementar los sistemas de navegacion inercial.
La mas clasica, empleada en las primeras aplicaciones, utiliza una plataforma
estabilizada respecto del sistema de referencia sobre la cual se montan los instrumentos
inerciales. Actualmente, la gran mayoria de las aplicaciones prescinde de una
plataforma estabilizada y utiliza mediciones de instrumentos inerciales fijos a la
estructura del vehiculo. Esta ultima configuracion es conocida con el nombre de
strapdown en la literatura inglesa y sus ventajas se cifran en una significativa reduccion
en costos y en la complejidad mecanica del sistema. A continuacién introducimos
brevemente los dos conceptos.

1.3.1 Navegacion inercial con plataforma estabilizada

Eje externo (yaw)

Vehiculo
Girbscopos Acelerometros
L
X
Gimbals / z
£ 1 Eje interior
/9 Plataforma estabilizada
0
Eje medio 1

R — Lectura del rumbo (yaw)

cabeceo (pitch) Vehiculo
Figura 1.2: Suspension cardanica de una plataforma giroestabilizada LGV.

Una plataforma estabilizada esta disefiada para mantener su orientacion respecto de una
dada terna de referencia, por lo cual, debe poder rotar libremente respecto de la
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estructura del vehiculo que la alberga. De hecho, y dado que su orientacion permanece
fija respecto de la referencia, se puede decir que es el vehiculo el que rota libremente
alrededor de la plataforma. La solucion cldsica a este problema es la conocida
suspension cardanica (en honor a su inventor el matematico italiano Girolamo Cardano
(1501-1576)) que consiste, como se muestra en la Fig. 1.2, en tres anillos encastrados
(“gimbal rings” en inglés), cada uno de ellos suspendido por un soporte de tipo pivote
solidario al anillo inmediato exterior estando la plataforma sostenida por el eje pivote
mas interno. Para vehiculos intra-atmosféricos con sistema de referencia LGV es usual
que el eje exterior corresponda al azimut (yaw), el medio al cabeceo (pitch) y el interior
a la guifiada (roll).

Como se ve en la Fig. 1.2, una plataforma estabilizada permite medir directamente estos
angulos (angulos de Euler) que caracterizan la orientacion instantanea del vehiculo
respecto del sistema de referencia elegido.

En condiciones ideales: friccion nula en los ejes, exacto balanceo de la estructura
mecanica (centro de gravedad de la plataforma en la interseccion de los tres ejes) y
ausencia de pares externos (ambientales, flexibilidad de cables, etc.), la plataforma no se
veria afectada por ninglin par exterior independientemente del estado de movimiento del
vehiculo lo que aseguraria, de acuerdo con la segunda ley de Newton, la invariancia de
la orientacion de la plataforma respecto de un sistema inercial. En la practica es
necesario implementar un sistema de control para desacoplar la plataforma del
movimiento del vehiculo. Con este fin se disponen 3 servo-motores respectivamente en
la cabecera de cada uno de los ejes de la suspension carddnica y tres giréscopos
mutuamente ortogonales montados sobre la plataforma. Los girdscopos son usados en
un lazo de servo-control de la velocidad angular inercial @, de la plataforma tal como

el indicado en la Fig. 1.3. Cuando @, =0, el par vectorial 1. actuante sobre los servo-

.
motores tiende a cancelar el par de perturbacion t,. El resultado es un par efectivo nulo
sobre la plataforma que se traduce en la invariancia de su orientacion inercial.

También es posible mantener la plataforma alineada respecto de una referencia no
inercial precalculando adecuadamente la consigna ®,, (¢) € R*. Por ejemplo, cuando el

sistema de referencia esté fijo a la Tierra la velocidad angular de referencia sera la
velocidad angular de la Tierra: @, =Q,. En cambio, si se usa la terna geografica con

orientacion cardinal (ejes paralelos a las direcciones E, N, U), al desplazarse, el
vehiculo “arrastra” consigo la referencia por lo que a Q, debe adicionarse la “rotacion

de transporte” p debida al desplazamiento de la terna de referencia a la misma
velocidad V del vehiculo sobre la superficie de curvatura no nula del elipsoide normal

e 9

(ver definiciones en el Parrafo 5.3.1). Denotando con el superindice “g” la expresion de
los vectores en coordenadas geograficas resulta:

oF, (1) =QF +p% = QF +HEVE +Lsen(D)z, (1.2)

Donde: ¥* representa el tensor de curvatura local del elipsoide normal expresado en

coordenadas “g”, A el cambio en longitud, @ la latitud local y z, el versor local

ortogonal al elipsoide normal.
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Para sistemas de alta performance el lazo de control de la Fig. 1.3 resulta un desafio
tanto desde el punto de vista tecnologico como tedrico. En particular, los actuadores
deben tener gran rango dindmico y ancho de banda para ser capaces, a la vez, de
compensar rapidas y pequefias perturbaciones y responder a los comandos de @, los
rodamientos deben estar disefiados para minimizar la friccion coulombiana en los ejes y
todo el sistema (gimbals + plataforma) debe estar debidamente balanceado respecto de
los ejes para minimizar los acoplamientos cinematicos. Los sistemas mas avanzados
utilizan sofisticadas herramientas de observacion y de control multivariable no linealy
adaptable. Entre las soluciones de muy alta performance propuestas citamos: Shtessel
(1995), Royalty (2005) o Li y otros (1998). Véase también el numero del /EEE Control
Systems Magazine, de Febro de 2008 dedicado al tema.

Perturbaciones
- I i
0) .
ref +
—( ) Controlador — Actuador Lo Gimbals 'y | "#
, + plataforma
Gir6scopos

Figura 1.3: Lazo de “servo-control” de la velocidad angular de una plataforma
giroestabilizada.

Los 3 acelerometros mutuamente ortogonales montados sobre la plataforma estabilizada
miden las componentes de la aceleracion inercial en el sistema de referencia elegido.
Para el caso de una terna de referencia inercial, estas magnitudes junto con la
gravitacion determinan el movimiento del vehiculo (Ec. (1.1)). Cuando el sistema de
referencia es no-inercial, es necesario corregir las mediciones de fuerza especifica con
las aceleraciones aparentes. En particular, para la terna de referencia geografica, la
fuerza especifica corregida por los efectos de Coriolis y de la fuerza centrifuga debidos
a la rotacion terrestre y a la rotacion de transporte resulta ser (ver Parrafo 5.3 del
Capitulo 5):

£, 21— (2Q° +p*)x V* —QF x(QF xP*) (1.3)

corr

De la anterior surge la siguiente ecuacion analoga a la (1.1):

Ve =g!(P)+1 ;

corr®

Vi) = Vi (1.4)

Es usual englobar la aceleracion centripeta y la aceleracion gravitacional en el término
de la gravedad aparente: g*(P)= g:(P)—Q° x(Q*xP*) 'y, consiguientemente,
reescribir las Ecs. (1.3) y (1.4) como sigue:

f2 2 —(2Qf +p*)x V*

o (1.5)
VE=gi(B)+ Vi) =V,

corr?
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La Fig. 1.4 ilustra en forma esquematica la mecanizacion del calculo de la posicion y de
la velocidad en un sistema de navegacion con plataforma estabilizada seglin la terna
geografica. La computadora de navegacion corrige las sefiales provistas por los
acelerometros con las aceleraciones aparentes y le adiciona la gravedad aparente local

Computadora
de Navegacion

__________________________ .
gé(D,\, h) I

l 1 v
1
Calculo de: :

& g OWW/]

Acelero- QF b, K& pf y las I A

metros coordenadas [
curvilineas: @, A :
1
1
1

Figura 1.4: Mecanizacién de un navegador inercial con plataforma en coordenadas
LGV.

calculada mediante un modelo matematico en funcion de la posicion. El resultado (V¥)

es integrado para obtener la velocidad V* cuyas 2 primeras componentes (las
horizontales) corresponden al cambio instantaneo de las coordenadas geograficas del
vehiculo en los sentidos E y N respectivamente y su 3* componente (la vertical) a la
variacion de su altura sobre el plano tangente local al elipsoide normal. EIl tensor de

curvatura local %K®, calculado en funcion de la posicion, permite junto con el vector V¢,

determinar las velocidades de variacion de las coordenadas curvilineas @ (latitud) y A
(longitud) que luego son integradas para obtener la posicion del vehiculo.

Bloqueo de gimbal

La capacidad de la suspension cardanica para aislar la plataforma de los movimientos
del vehiculo se ve afectada en ciertas situaciones patologicas. En efecto, si, como
resultado de alguna maniobra, dos ejes de la suspension resultaren paralelos sera
imposible aislar la plataforma de las rotaciones del vehiculo segiin un eje ortogonal a
ambos. Esta situacion se presenta tipicamente cuando un avion pica en cabeceo (pitch)

a +90°, en este caso, como puede verse en la Fig. 1.2, el eje externo se alinea con el eje

interior y ya no es posible aislar la plataforma de las rotaciones perpendiculares a ésta
alrededor del eje de yaw. Esta condicion, conocida como blogueo de gimbal, traduce,
como se vera en el Capitulo 3, una limitacién esencial de la caracterizacion de la
orientacion de un cuerpo mediante los angulos de Euler. El uso de un cuarto gimbal
redundante permite evitar el bloqueo y es la solucién adoptada en vehiculos estratégicos
que usan esta tecnologia. Una solucion matematicamente equivalente consiste en
sustituir la suspension cardanica por una suspension hidraulica (gimbals hidraulicos)
consistente en una plataforma esférica con flotabilidad nula en un medio fluido
(Wang/Williams, 2008).

1.3.2 Navegacion inercial con instrumentos fijos al vehiculo (strapdown)

La creciente ubicuidad de los sistemas de navegacion inercial en las ltimas décadas es
directamente atribuible a las posibilidades que abre la tecnologia strapdown para la
miniaturizaciéon de estos sistemas al prescindir de una plataforma estabilizada. Un
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tratamiento in extenso de esta tecnologia puede ser consultado en Titterton/Weston,
1997.

Sin plataforma, la terna de la unidad de mediciones inerciales (UMI), en particular la de
los acelerometros, no esta alineada con la terna de referencia o de navegacion, por lo
que es necesario determinar analiticamente la orientacion relativa entre ambas ternas
para poder resolver la fuerza especifica medida segun los ejes de la terna de navegacion
(Ec. (1.3)). Este procedimiento es conocido como plataforma analitica y requiere
integrar numéricamente y en tiempo real la medicion del vector velocidad angular
provista por la UMI. Por su parte, a diferencia de los gir6scopos montados sobre la
plataforma que s6lo miden desviaciones respecto de la velocidad angular nula en un
lazo de control, los giréscopos de un sistema strapdown deben poder registrar todo el
rango de velocidades angulares del vehiculo. De este modo, puede decirse que con esta
tecnologia, las complicaciones mecanicas son sustituidas por mayores exigencias sobre
los sensores inerciales y sobre la complejidad de los algoritmos numéricos.

El presente volumen aborda la navegacion de moviles moviéndose en el espacio de
dimension 3. Este contexto es el que presenta mayor complejidad, tanto desde el punto
de vista conceptual como practico. Los algoritmos de integracion numérica de las
ecuaciones cinemadticas no-lineales desarrollados en el Capitulo 7 se basan en el
esquema propuesto por Savage (2006) por ser éste el mas versatil y mejor adaptado a la
estructura de las ecuaciones. El algoritmo se destaca por su eficiente manejo de las
dindmicas, usualmente muy diversas, de traslacion y rotacion de un movil en 3D. Una
ventaja adicional es la facilidad que ofrece de ajustar paramétricamente la intensidad de
computo segun las dindmicas involucradas.

La restriccion a dimensiones inferiores a 3 podria plantearse como caso particular de
esta version general, sin embargo, la reduccion de la dimensionalidad puede agregar
mucha estructura al problema, por lo cual, convendrd considerar caso por caso las
posible simplificaciones, tanto en la formulacion de las ecuaciones como en los
algoritmos numéricos resultantes.

El aumento del nivel de integracion y de la capacidad de calculo de las computadoras
digitales, asi como los nuevos desarrollos en materia de sensores inerciales, produjeron
una migracion de las aplicaciones hacia la tecnologia strapdown. Esta tendencia se ve
acentuada, de un lado por el rol que adquiere la tecnologia MEMS (sistemas micro
electro mecanicos) en la miniaturizacion de las unidades inerciales (ver niimero
especial: IEEE Proceedings, Aug. 1998) y, del otro, por la posibilidad de implementar
en una computadora abordo complejos algoritmos numéricos de fusion de mediciones
inerciales y no-inerciales (satelitales u otros). Estos algoritmos, que como veremos mas
abajo son la base de los sistemas de navegacion integrada, permiten potenciar las
prestaciones de los instrumentos inerciales reduciendo sus exigencias de estabilidad y
precision. Como resultado, actualmente s6lo unas pocas aplicaciones de navegacion de
precision usan plataformas estabilizadas entre las que se cuentan los vehiculos
estratégicos intercontinentales (Wang/Williams, 2008). El presente libro se abocada
principalmente a los métodos e instrumentos requeridos por la configuracion strapdown
y a la insercion de esta ultima en los sistemas de navegacion integrada.
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Propagacion de errores en la navegacion inercial strapdown

A modo de ejemplo, consideremos el problema de la navegacion cartesiana
bidimensional referida a una terna geografica local con origen en un punto fijo de la
superficie terrestre, tal como se indica en la Fig. 1.5.

Figura 1.5: Navegacion strapdown bidimensional.

La UMI consta de una dupla de acelerometros que mide las aceleraciones segln las
direcciones fijas al vehiculo ay y ay y un girdscopo que mide la velocidad angular del
vehiculo mp en la direccion hacia abajo (D). Si ¢p es el angulo de la proa del vehiculo
respecto de la direccion Norte se tiene:

W, = (i)D = (I)D(t) = (I)D(ZO) + J.t: o0,(1)dt
ay =a,cosd, —a,sing, (1.6)

ap =a,sin¢,+a,cosd,

Introduciendo la siguiente notacion, que sera justificada en el Capitulo 4, para un vector
s genérico expresado respectivamente en coordenadas “g” y “b”,

NEM N RS .| cosd, send, )
s* { ‘ };s =L } Cf(%){ }:ﬂg =C;(9,)s” (1.7)

s, , —sen¢, coso,
las dos ultimas Ecs. (1.6) se reescriben:
a® =Ci(4,)a’ (1.8)
Para unos dados vectores de posicion y velocidad iniciales en el instante # y funciones
(forzantes) ab(t) y op(t), la posicion, velocidad y orientacion del vehiculo en

coordenadas geograficas locales corresponde a la solucion de las siguientes ecuaciones
diferenciales no lineales de la cinematica:
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P¢ = V¢ =a® =C§(¢D)ab; Pg(to):Po ’Vg(to):VO (1.9)
d)D =0, ¢D(to):¢o .

En el Capitulo 5 se presentan formulaciones mas generales de estas ecuaciones y se
discuten sus implicancias para la navegacion inercial. Mientras tanto, simplificaremos
la presentacion para esta introduccion suponiendo: op=0 y a=constante. Bajo estas
condiciones, consideraremos los efectos de los errores en el conocimiento de las

condiciones iniciales: 8P, 8V,, d¢,, y de sesgos constantes V .V 'y g,
respectivamente, en las mediciones acelerométricas y de la velocidad angular.

Un error 08¢, en el conocimiento de la orientacion del vehiculo hara diferir las

componentes en terna geografica de la aceleracion calculada con las Ecs. (1.6)
(indicadas con * en la Fig. 1.6) de sus valores reales de acuerdo con:

af — [azv} _ {C?S(&bp) —sin(d¢,, )}{?N} (1.10)
ag sin(8¢,)  cos(8¢,,) || a.

Junto con la anterior las siguientes ecuaciones modelan los errores en las componentes

[IP=i)

de la velocidad y la posicion en terna “g” para pequefios valores del dngulo &¢,,:

. / q V -
oV =| O Lo L D L V| T se, e v oV () =Y,
5V, a, a, V. a, (1.11)

8(I)D =€p, 8¢D (to) = 6¢o

Figura 1.6: Efecto del error de orientacion sobre las
coordenadas de la aceleracion.

Las soluciones de las Ecs (1.11) son:
8(I)D ()= 8(I)o +&, (¢ _to)

SVE(1) ~ 8V, + (V¥ {_ﬂ&po )t —1,) {
a

N

_QE}—SD(“ZO)Z N (1.12)

2

N

O (1) =~ 8B, + 8V, (1 =1,) +(V* {_%}6%)—“‘“2 +{_QE}M
ay 2 ay 6
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De las anteriores se destaca el crecimiento polinomial con el tiempo (cubico en el caso
de la posicion) de los errores provocado por el desconocimiento de las condiciones
iniciales y por los sesgos instrumentales.

Esta caracteristica, propia de los métodos de extrapolacion (ver el siguiente parrafo)
exige, o bien instrumentos de muy alta calidad o bien la reinicializacion periddica de los

parametros de navegacion.

1.4 Navegacion multisensor o integrada

Las técnicas de fusion de datos permiten combinar informacion proveniente de distintas
fuentes para inferir los valores de las variables que se desean estimar. En general puede
decirse que la eficacia de estas técnicas se basa en que mientras mas fuentes de
informacion se dispongan de una misma variable mas podra reducirse su imprecision o
incrementar la confiabilidad de su estimacion. En teoria, una adecuada combinacion de
mediciones adquiridas por diversos sensores producira siempre un resultado mejor que
el que se obtendria usando solamente el mejor de los sensores disponibles. La mejora
cuantitativa de la estimacion resultante de la fusion de datos dependera de la
perfomance da cada sensor especifico, del tipo de proceso y de las condiciones en que
se adquieran los datos (calidad y cantidad por unidad de tiempo de la informacion
adquirida, etc.) y del algoritmo de fusion de datos utilizado. Todo algoritmo de fusion
de datos solo funcionard correctamente bajo ciertas y determinadas circunstancias
consistentes, entre otras, con las hipdtesis simplificadoras postuladas en su disefio. Por
lo tanto, la seleccion del tipo de algoritmo y las condiciones en que éste es utilizado
pueden ser cruciales para la calidad del resultado. Cada algoritmo de fusion de datos
requiere de informacién a priori como por ejemplo: las estadisticas de los procesos
aleatorios involucrados, el grado de dependencia estadistica (o correlacion) entre las
mediciones fusionadas, la estructura del modelo matematico de cada sensor y su
correspondiente parametrizacion, etc. Estos algoritmos necesitan conocer la perfomance
de cada sensor, y una evaluacion incorrecta de éstas ultimas podria traducirse en
estimaciones erradas.

La tecnologia actual permite disponer a bordo de casi cualquier vehiculo de una
variedad de instrumentos de navegacion de bajo consumo y volumen reducido. Esto
combinado con la accesibilidad de una alta capacidad de computo, se tradujo en las
ultimas décadas en un desarrollo sostenido de nuevos algoritmos de fusion de datos
cada vez mas eficientes y precisos con las consiguientes mejoras en la confiabilidad,
continuidad y precision de las estimaciones (Luo et al., 2007). En particular para las
aplicaciones de navegacion estos esquemas permiten potenciar la complementariedad
entre los sensores intro- y exoceptivos. Como se dijo, los primeros pueden ofrecer altas
tasas de informacion de velocidades y aceleraciones (lineales o angulares) de los
parametros de navegacion pero no pueden evitar la acumulacién de errores debida al
proceso de integracion de las mediciones. Por su parte, los sensores exoceptivos
(camaras CCD, GPS, sonar, radar, lidar, star-trackers, radio-beacons, altimetros, etc.)
proveen directamente informacidén posicional con errores acotados pero a instantes
discretos y con retardos lo que se traduce en graves limitaciones para aplicaciones como
el control de vehiculos en tiempo real, la adquisicion de imagenes con sensores remotos,
enfoque de imagenes SAR, etc.
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x(0 ,
Vehiculo 7 | Sensores 1
exoceptivos 1 V()
y m(t) |
Sensores
introceptivos Hardware : Software
m(1) |
. ty
Modelode | i |modelo extrapol. Modelo de los -
calibracion > F(&m) »lsensores exoc,| ]
i ) i i=ngp) | Y R(1)
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] dy(7,)
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Figura 1.7: Sistema de navegacion con integraciéon de mediciones intro y
exoceptivas. x agrupa las variables de navegacion, p; y p. son los parametros de los
sensores.

La Fig. 1.7 muestra un esquema tipico de navegacion integrada con fusion de
mediciones introceptivas y exoceptivas. El vector x contiene los parametros de
navegacion a estimar, los vectores my m corresponden, respectivamente, a las
magnitudes introceptivas y a sus mediciones. Por otra parte, y(z,) es el vector de las
mediciones exoceptivas adquiridas en el instante #. Como normalmente los sensores
introceptivos proveen informacion a alta tasa de muestreo, en la figura se suponen
funciones continuas del tiempo. Por su parte, los datos exoceptivos estan indexados con
el indice # porque en la practica son adquiridos en instantes discretos. Véase que el
indice k califica también a la funcion /4( , ) del modelo del sensor. Esto es debido a que
el conjunto de sensores activos no necesariamente es el mismo en todo instante Las
mediciones m(¢) son preprocesadas con el modelo inverso del sensor, residente en la

computadora de navegacion, que depende del vector de pardmetros p, para obtener la

estimacion m(¢) de las mediciones introceptivas. Las ecuaciones diferenciales de la
cinematica, introducidas en el Capitulo 5, estan representadas por le modelo fix,m) y
son las que permiten extrapolar las estimaciones de los parametros de navegacion a
partir de sus estimaciones iniciales. Las mediciones exoceptivas y(z,) disponibles en el

instante # son comparadas con las correspondientes salidas extrapoladas calculadas
usando los modelos de los sensores activos en dicho instante y la estimacion actual

X(¢,) de los parametros de navegacion. La innovacion dy(t,) es luego procesada por el
filtro de fusion de datos para actualizar (o corregir) tanto a X(#,) como a las
estimaciones de los parametros p,(¢,) y p.(t,) de los sensores intro- y exoceptivos,

respectivamente. Esta tltima accion es denominada calibracién instrumental.
Finalmente la solucion instantanea X(7) de las ecuaciones diferenciales del extrapolador
calculada en tiempo real es el resultado de la navegacion y ésta queda accesible a una
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tasa de muestreo solo limitada por la velocidad de célculo de la computadora de
navegacion a bordo del vehiculo.

El Capitulo 6 aborda el problema de la sensibilidad de las ecuaciones cinematicas a los
errores iniciales e instrumentales. En ¢l se establecen y estudian las ecuaciones de
propagacion de estos errores. La codificacion de las ecuaciones cinematicas
(introducidas en el Capitulo 5) en forma de algoritmo digital apto para la navegacion
inercial en tiempo real es desarrollada en el Capitulo 7. Todo sistema de navegacion que
use una unidad inercial (actualmente la mayoria) necesariamente incluira un cédigo de
este tipo en el SW de la computadora de navegacion. El Capitulo 8 se centra en la
descripcion de los sistemas satelitales de navegacion global (GNSS). En ¢l se describe
su configuracion espacial y terrestre, las caracteristicas de las sefales en el espacio y los
fundamentos de la arquitectura de un receptor GNSS. Esto ultimo es clave para
comprender las funciones basicas del receptor en tanto que instrumento de navegacion
exoceptivo. Las medidas que este instrumento proporciona (llamadas comunmente
"observables") son descritas en detalle en el Capitulo 9 junto con sus precisiones. Se
detallan, en el mismo Capitulo, los procedimientos implementados dentro del receptor
para determinar, autbnomamente, su posicionamiento en terna ECEF. El Capitulo 10
esta dedicado a la descripcion de los métodos numéricos basados en la teoria del filtrado
no lineal que permiten la fusion e integracion de datos inerciales con otros provenientes
de una diversidad de sensores exoceptivos. Dichas técnicas aplicadas a la navegacion se
han familiarizado dentro de esa disciplina con el nombre genérico de navegacion
integrada. En el capitulo se describen los dos enfoques mas utilizados en la practica a
saber: el filtro de Kalman extendido (EKF: Extended Kalman Filter) y el filtro de
Kalman por puntos sigma (SPKF: Sigma Points Kalman Filter).

Una parte considerable del SW de un sistema de navegacion resulta independiente de la
aplicacion y aun de la configuracion instrumental exoceptiva que ésta reclame. El
Capitulo 11, dedicado exclusivamente al tratamiento de ejemplos recurrentes en la
practica, expone en su primera parte aquellos calculos que son especificos de cada
aplicacion. Con el objeto de demostrar los aspectos del disefio y de la evaluacion de un
sistema de navegacion real, al final del capitulo se presenta el desarrollo completo de un
sistema de navegacion aplicado al SAR aerotransportado de la CONAE. Se comparan
varias configuraciones instrumentales con base en datos de vuelo procesados mediante
herramientas tipicas de evaluacion de la performance de un filtro de fusiéon de datos.
Los resultados del analisis comparativo pueden ser interpretados en base a los conceptos
de reconstructibilidad y observabilidad expuestos en Carrizo/Espafia/Giribet, 2014.
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Capitulo 2
Instrumentos Inerciales

El principio de equivalencia fuerte de la teoria de la relatividad nos advierte que sin
mediciones relativas a algin objeto externo, no es posible determinar el estado de
movimiento de un movil libre en un campo gravitacional y, en particular, medir su
aceleracion (gravitacional). Por otra parte, si son detectables las fuerzas no
gravitacionales ejercidas sobre un cuerpo y trasmitidas a través de su estructura solida.
Llamaremos inerciales a estas ultimas fuerzas y acelerometro al dispositivo usado para
medirlas. Del mismo modo llamaremos giroscopo al instrumento que permite medir la
velocidad angular de un cuerpo en rotacion respecto de un sistema inercial sin usar una
referencia exterior. Tanto la aceleracion como la velocidad angular de un cuerpo son
magnitudes vectoriales, por lo que la medicion de cada una de ellas requiere conocer su
proyeccion sobre al menos 3 ejes no coplanares.

Los sistemas de navegacion inercial son aquellos que utilizan exclusivamente
instrumentos inerciales (acelerometros y girdscopos). Dado que la aceleracion
gravitacional no puede ser medida, la navegacion inercial requiere necesariamente de un
modelo matematico del vector gravitacion en funcion de las coordenadas del vehiculo.
Este tema es tratado en el Capitulo 4.

Entre las ventajas de los sensores inerciales (sensores introceptivos por excelencia) se
destacan que sus medidas son independientes del medio en que se mueve el vehiculo y
que no requieren de ninguna referencia exterior al mismo. Estas caracteristicas sumadas
a su capacidad de ofrecer informacion a alta frecuencia hacen de la navegacion inercial
una de las opciones mas utilizadas desde su insercion a principios del siglo XX.

La primera parte de ese Capitulo esta dedicada a exponer los principios basicos del
funcionamiento de los sensores inerciales y las principales tecnologias disponibles para
su disefio. El lector encontrard una descripcion ampliada de estas tecnologicas y otras
variantes, en Titterton et y otros (1997).

Un aspecto que condiciona la seleccion de la tecnologia es claramente su uso y puesto
que la tendencia dominante, asi como el foco de este volumen, son los sistemas
strapdown este es el tipo de aplicaciones que guiard nuestro interés. Como se menciond
en el Capitulo 1 esta opcion impone demandas muy especificas. En particular para los
giréscopos, interesa alta estabilidad en el factor de escala y el sesgo en un amplio rango
de velocidad angular. Visto el tipo de aplicaciones de la tecnologia strapdown también
resultan importantes en la decision el tamafio, el costo y el nivel de consumo eléctrico
requerido por el instrumento.

A partir de mediados de los 90’s, los sensores inerciales micromaquinados de estado
solido han suscitado un creciente interés. En éstos la estructura mecéanica sensible al
movimiento forma parte del circuito electronico integrado de adquisicion de la medida.
Nuevos y diversos principios fisicos aplicables sensores inerciales de este tipo son hoy
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en dia objeto de una intensa investigacion en muchos laboratorios del mundo. Esta
tecnologia, aplicable a numerosos tipos de microsensores, es conocida como micro-
electromechanical systems o MEMS (ver IEEE Proc., Special Issue, 1998). Sus ventajas
mas relevantes son la miniaturizaciéon y robustez de los sensores y la posibilidad de
produccion masiva a bajo costo. Lo anterior hace a los sensores MEMS aptos para una
vasta gama de nuevas aplicaciones. Entre los campos clasicos y las muevas areas
favorecidas por esta tecnologia mencionamos las aplicaciones biomédicas, la robotica
movil, aplicaciones de realidad virtual, vehiculos autobnomos, mini y micro satélites, etc.

Mas recientemente, los sensores Opticos han ganado mucho terreno en aplicaciones
comerciales. Si bien los precios son en promedio aun superiores a los de los MEMS mas
avanzados, su atractivo radica en su alta precision y estabilidad a la vez que resultan
cada vez mas competitivos en tamafio, en particular los FOG. A nuestro entender esta
tecnologia es la mas promisoria para la navegacion strap-down de precision en un
futuro cercano.

Las diferentes tecnologias disponibles ofrecen diversos compromisos entre los
parametros de performance de una UMI entre los cuales mencionamos: la sensibilidad,
el rango de medida, el ancho de banda, la resolucion, la linealidad del factor de escala,
la estabilidad del sesgo de medida, la potencia del ruido, etc. En los sensores
multidimensionales interesa asegurar la descorrelacion entre las medidas segln los ejes
sensibles ortogonales asi como la correcta alineacion de estos ultimos.

Se propone un modelo matematico de una UMI que contempla tanto sus aspectos
deterministas como estocasticos. El conocimiento cabal de ambos rubros resulta clave
en el disefio de los filtros de fusion de datos usados para la navegacion integrada que
seran presentados en el Capitulo 10. Vista la complejidad inherente a la descripcion
estocastica, una buena parte del Capitulo es dedicada a describir en detalle los ruidos de
medida y a introducir al lector en la metodologia, basada en la variancia de Allan, para
caracterizar y medir los distintos procesos que constituyen al ruido.

La temperatura afecta tanto las estadisticas de las perturbaciones como las propiedades
mecanicas y eléctricas del dispositivo, por los que es deseable conocer la sensibilidad de
los parametros respecto de la temperatura (7CS: Temperature coefficient sensibility) en
caso de que haber excursiones térmicas importantes durante el uso.

2.1 Acelerometros

. eje sensible resorte
aceleracion o
inercial |
> masa [—(2.2,2 2 9

2
I x T /‘l [ I [
/ »
7 N\
carcasa reposo escala

Figura: 2.1: Principio de funcionamiento de un acelerometro.

La configuracion basica de un acelerdmetro consiste de una masa testigo
contrabalanceada por un elemento elastico fijo a la carcasa del instrumento (solidaria a
su vez al vehiculo en el caso strapdown o a la plataforma inercial estabilizada, ver Fig.
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2.1). De este modo, de acuerdo con la 2* ley de Newton una fuerza inercial (no
gravitatoria ) actuante sobre la carcasa produce un desplazamiento de la masa testigo
respecto de la primera. Este desplazamiento es transformado en una sefial medible.

Un analisis elemental conduce a la siguiente funcion de transferencia entre la fuerza
especifica actuante en la direccion del eje sensible y el desplazamiento de la masa
testigo:

H(S):x(s): (IIQM) _- (1/M) @0
A LS S+ s+
M M

Donde K es la constante elastica del resorte, D el amortiguamiento y M la masa testigo.
El disefio del dispositivo tiene en cuenta el factor de calidad Q:\/m /D y la
frecuencia de resonanciaw, =~ K /M . La sensibilidad en baja frecuencia se mejora
reduciendo @, aunque esto reduce en general el ancho de banda. Por otra parte, dadas

®, y M, la forma de la respuesta queda determinada por el factor de amortiguamiento

que, como se advierte de la (2.1), queda fijado por Q. En los instrumentos
miniaturizados la principal fuente de perturbaciones mecanicas es el movimiento
Browniano de las moléculas del gas que rodea a la masa testigo y a su suspension
elastica. En Gabrielson (1993) (ver también Yazdi et al., 1998) se demuestra que este
efecto se traduce en un ruido total de aceleracion equivalente (RTAE) dado por:

J4K TD
RTAE =52 AT [ o ] 2.2)
M oM

Donde K3 es la constante de Boltzman y 7 la temperatura en °K. Las Ecs. (2.1) y (2.2)
ponen de manifiesto el compromiso de disefio entre las constantes O, M y @ En
particular, altos valores de la calidad Q producen bajos valores del RTAE pero a costa
de que por encima de cierto valor de (Q aparezcan resonancias indeseables
(Q—>o=>H(jo,) > ©).

Como una fuerza gravitatoria actia en forma distribuida y, en la practica,
uniformemente sobre todo el dispositivo, su accidn no produce desplazamientos
relativos de la masa testigo y por lo tanto no es registrada por el acelerometro. Asi, un
acelerometro a bordo de un vehiculo s6lo medira la aceleracion inercial de este tltimo,
llamada también fierza por unidad de masa o fuerza especifica, en la direccion del
movimiento de la masa testigo o eje semsible del acelerometro. Dado que una
aceleracion es una magnitud vectorial, una unidad inercial contiene usualmente 3
acelerometros con sus ejes sensibles mutuamente ortogonales.

De acuerdo con las leyes de inercia y gravedad de Newton, la siguiente ecuacion
modela el comportamiento de un acelerometro.

“Enel Capitulo 4 se discutira la diferencia entre fuerza gravitatoria y fuerza gravitacional.

27



Martin Espafia Comision Nacional de Actividades Espaciales

d’P’
dr*

=P =f'+g (2.3)

Donde P, f' y g' son, respectivamente, su posicion la fuerza especifica actuante y la
aceleracion gravitatoria expresados respecto de un sistema de referencia inercial. De
(2.3) surge que un acelerémetro inercialmente en reposo (P'=0) en un campo
gravitatorio registra la fuerza especifica en este caso de sustentacion: f= -g' [m/segz]
que compensa el efecto del campo. Por ejemplo, esto es lo que medira un acelerémetro
en reposo sobre una mesa con su eje sensible en la direccion de la vertical local.

2.1.1 Acelerometros realimentados de péndulo

El principio de funcionamiento enunciado mas arriba corresponde a una medicion a lazo
abierto de la aceleracion. Para obtener mediciones mas estables y precisas se recurre a
una configuracion en lazo cerrado que mantiene fija la masa testigo (masa del péndulo)
en su posicion de reposo. Un disefio usual para alta sensibilidad es el acelerometro de
pivote con realimentacion de fuerza. Un esquema de un disefio unidireccional se ilustra
en la Fig. 2.2.

I=par restitutivo eje
> sensible
Servo
amp.
.. R
posicién__|
cero !
bobina
excitacion iman \ carcasa

Figura 2.2: Esquema de un acelerémetro unidireccional de tipo péndulo.

El elemento flexible es sustituido por un lazo de regulacion que mantiene al péndulo en
la posicion cero. El sensado del angulo del pivote puede ser capacitivo, inductivo
(mostrado en la figura), Optico o resistivo. Este ultimo basado en cambios de la
resistividad del pivote con la flexion. La medida de la aceleracion es proporcional a la
corriente que produce el par restitutivo que regresa al péndulo a su posicion de cero. Al
limitarse el desplazamiento de la masa testigo (masa del péndulo), se aumenta el rango
dindmico y se asegura que el funcionamiento del sensor sea siempre en su zona de
maxima sensibilidad y uniformemente lineal sobre toda su escala de medida la que asi
puede abarcar de 4 a 5 ordenes de magnitud (relacion entre la resolucion y la
aceleracion maxima). El rango de estos sensores puede alcanzar los 100g. Las
principales fuentes de error son: el sesgo de medida (0.1mg a 10mg), resultado de pares
elasticos residuales y desplazamientos en la medicion del cero, la inestabilidad del

factor de escala debido a efectos térmicos (TCS ~0.1%) y un umbral de ruido

(resolucion) en RMS: ~ 10pg.
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2.1.2 Aceleréometros micromaquinados MEMS

Los acelerometros MEMS se agrupan segin los siguientes principios basicos de
funcionamiento: a) de segmento resonante, b) de onda acustica superficial, c)
piezoresistivos y d) capacitivos.

a) Los primeros forman parte de una nueva generacion de acelerémetros que utilizan
como principio la alteracion de la frecuencia de oscilacion de un segmento mecanico,
normalmente un cristal de cuarzo, frente a cambios en el esfuerzo a la traccion que éste
soporta. Los efectos no lineales son compensados utilizando dos segmentos que, en
reposo vibran a la misma frecuencia de resonancia. La fuerza especifica en el eje
sensible altera diferencialmente el estado de tension de cada segmento provocando una
diferencia entre ambas frecuencias de oscilacion proporcional a la excitacion. Un
esquema simplificado del principio se ilustra en la Fig. 2.3 (ver Le Traon et al. 2005).

<e==x=p Fje sensible

snsgmEmy
.t Y,
LA

.

f2

Segmentol Segmento2

Figura 2.3: Esquema de acelerémetro vibratorio en configuracion diferencial.

b) Una onda acustica superficial como las descritas inicialmente por Lord Rayleigh
(1842-1919), puede ser generada y entretenida sobre un cristal piezoeléctrico mediante
una distribucion peridodica de electrodos implantados en su superficie. Los
acelerometros que usan este principio (ver Motamedi, 1994, Titerton, 1997) disponen de
una viga en voladizo cargada en su extremo con una masa testigo (ver Fig.: 2.4).

Z&lajea IEje bl
la carcasa Sensible Viga

Figura 2.4: Principio del acelerometro de ondas actsticas superficiales.

La frecuencia de la onda resonante es alterada variando la traccidn mecénica sobre la
superficie del cristal. La fuerza especifica impresa al anclaje en la direccion del eje
sensible flexiona la viga alterando su tension superficial y provocando una variacion en
la frecuencia de la onda actstica superficial que resulta asi una medida de la fuerza
especifica aplicada. La medida de estos dispositivos es directamente digitalizable y
alcanza una resolucion de 9 a 10 bits, sin embargo, usualmente el ancho de banda solo
alcanza algunos pocos Hz.

29



Martin Espafia Comision Nacional de Actividades Espaciales

c¢) Los acelerdmetros piezoresistivos son los primeros en haber sido micromaquinados.
Su estructura mecanica es similar a la mostrada por la Fig. 2.4. En este caso, un
piezoresistor montado sobre la viga mide el estado de tension de la misma modificado
por la flexion producida por la aceleracion inercial de la carcasa. Sus principales
ventajas son la simplicidad de su estructura, la del proceso de fabricacion y la de la
electronica de medicion. Sin embargo, la sensibilidad estatica de los acelerometros
piezoeléctricos es inferior a la de los capacitivos y la temperatura la afecta
significativamente con un coeficiente de temperatura de la sensibilidad tipico de hasta
0.2%/°C.

d) El principio de los acelerometros capacitivos se muestra en la Fig. 2.5 a). La fuerza
especifica exterior produce un desplazamiento de la masa testigo alterando la capacidad
entre dos placas conductoras fijas a la carcasa, capacidad que puede ser medida
eléctricamente de diversas maneras. Las Figs. 2.5 b) y 2.5 ¢) muestran las estructuras
mecanicas mas utilizadas en su fabricacion. En la primera, llamada de estructura
vertical, la masa testigo se mueve en la direccion perpendicular al plano que la contiene
alterando su separacion respecto de la placa fija. En la configuracion lateral de la Fig.
2.5 c¢), la masa se mueve en el plano que la contiene alterando la separacion entre un
conjunto de electrodos dispuestos en peine. La dependencia de la sensibilidad en lazo
abierto de los acelerometros capacitivos es proporcional a la magnitud:

o % 2.4)

Donde M es la masa testigo, 4 el area efectiva de la capacidad, K la constante elastica y
d el espacio inter-electrodos.

) __ 12, N
m = Electrodos
| \/
C
b) Aceleracion ) Aceleracis
Suspension Anclaie —=7 celeracion

Anclaje «=

i
-

Electrodos = s
= Suspension

Figura 2.5: Configuracion tipica de un acelerometro MEMs.

Entre las ventajas de los acelerometros capacitivos mencionamos su alta sensibilidad,
bajo ruido, estabilidad del sesgo y baja sensibilidad a la temperatura. Actualmente es
posible fabricar acelerémetros MEMS capacitivos en silicio con performances que
cubren desde las aplicaciones automotrices de bajo costo hasta las de alta precision con

resolucion inferior a 1ug/~/Hz en un ancho de banda de 100Hz, TCS~150ppm/°C y
sensibilidad del sesgo a la temperatura ~30pg/°C (Yazdi et al. 1998). Ciertamente los
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dispositivos de esta gama no son los estandares del mercado pero demuestran las
posibilidades de una tecnologia en rapida evolucion.

2.2 Giroscopos

Los gir6éscopos miden rotacion angular. Se distinguen los que miden la velocidad
angular instantanea de los que miden cambios en el angulo rotado alrededor de su eje
sensible. En la literatura inglesa los primeros son denominados “rate gyros” y los
segundos ‘rate integrating gyros (RIG)”. Los giréscopos del segundo tipo son
particularmente utiles en vehiculos sujetos a vibraciones aleatorias de amplio ancho de
banda y elevada potencia media. En primer lugar, porque frente a grandes excursiones
en magnitud de la velocidad angular los sensores de cambio angular reflejaran
excursiones acotadas. En segundo lugar, porque la medicion analdgica que proveen es el
verdadero angulo rotado, en cambio, cuando esta magnitud deba obtenerse integrando
numéricamente muestras de la velocidad angular deberd recortarse su espectro
(antialias) degradandose la informacion angular efectiva. Finalmente, como veremos
en el Capitulo 7, los algoritmos de navegacion inercial procesan directamente estos
incrementos angulares.

Desde el punto de vista de los principios fisicos utilizados los giréscopos pueden
clasificarse en rotatorios, vibratorios y opticos.

2.2.1 Giroscopos rotatorios

La base de su funcionamiento es la conservacion del momento angular. Son los mas
clasicos y estan conformados por un volante rotatorio impulsado por un motor eléctrico
suspendido en un montaje cardanico con ambos ejes perpendiculares al eje sensible. El
eje del volante es soportado por rodamientos de muy bajo rozamiento.

Lectura angular 6

o: en el eje sensible

Figura 2.6: Esquema de gir6scopo monoaxial encapsulado.

Segun el principio giroscopico, para un momento angular H en el volante, una velocidad
angular o impresa en el eje sensible en cuadratura genera un par de presesion T=wxH
sobre el gimbal en un eje perpendicular a ambos. Cuando este par es contrabalanceado
por un resorte lineal (indicado en al Fig. 2.6) o una barra de torsion, el angulo de
presesion resultante (0) es una medida de la velocidad angular en el eje sensible
mientras que H determina la sensibilidad del instrumento.
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Constructivamente, el rotor y el gimbal estan encapsulados y el conjunto inmerso en un
fluido que induce una amortiguacion viscosa y determina la respuesta dinamica. El
resultado es una funcion de transferencia entre @ y 0 similar a la (2.1). Suprimiendo el
resorte, la viscosidad del fluido determina una velocidad de presesion angular limite

o, =0, proporcional al par T y por tanto a la velocidad angular en el eje sensible. De

este modo, la lectura del angulo de presesion 0 resulta proporcional a la integral de la
velocidad angular (angulo rotado) en el eje sensible lo que convierte al instrumento en
un sensor de tipo RIG. Como la viscosidad del fluido depende de la temperatura, los
instrumentos mas precisos regulan la temperatura de su interior.

! ®: en el eje sensible

Amortiguacion
viscosa

Figura 2.7: Esquema de giréscopo realimentado con un servomotor de torsion.

Al igual que los acelerometros es posible obtener mediciones més estables y precisas de
la velocidad angular realimentando la excursion del angulo de presesion para
transformar al sensor en un instrumento de cero. Un esquema de este principio es
ilustrado en la Fig. 2.7, en ¢l, la medida es la corriente [ proporcional al par restitutivo T
que a su vez es proporcional a la velocidad angular en el eje sensible del instrumento.

2.2.2 Giroscopos vibratorios

En una masa vibrante forzada a rotar se originan fuerzas de Coriolis (ver Capitulo 5)
que inducen vibraciones secundarias ortogonales a la vibracion original y al eje de
rotacion. De este modo, parte de la energia del modo de vibracion primario es
transferida a un modo secundario como consecuencia de la rotacion. La amplitud de las
oscilaciones secundarias resulta ser asi una medida de la velocidad angular en el eje
sensible del instrumento. Este principio ha dado recientemente lugar a diversos
desarrollos de girdscopos sin motores, partes rotatorias, ni rodamientos, construidos con
tecnologia MEMS, muchos de ellos integrados en un mismo circuito con la electronica
de medicion. La oscilacion primaria es normalmente un modo resonante de la propia
estructura mecénica sintonizado a la frecuencia nominal que define el factor de escala
del instrumento. La sintonia puede afinarse electrostaticamente usando electrodos ad-
hoc.

Giréscopo de diapasén
La version mas clasica de la aplicacion de este principio es posiblemente la del
girdscopo de doble diapasén sintonizado (tuning fork) tallado en una pieza de cuarzo
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piezoeléctrico (ver Fig. 2.8) de alto Q para la unidad inercial Motion Pack de Systron
Donner desarrollada a principios de los 90s.
o Eje sensible

- . . .
: ™~ Oscil. primaria
Brazos de

excitacion. | Referencia
Soporte .
N Amp. del oscilador

|- —
Brazos de N %Soporte Amplif. |
lectura.

Demodulador
Amplif.

— 7
Oscil. secundaria ' Amp. de lectura

Figura 2.8: Principio de doble diapason de cuarzo de Systron Donner.

Una oscilacion primaria inducida en las ramas superiores se manifiesta en una velocidad
periodica lineal v en la direccion del plano que las contiene. Cuando el diapasén rota
segun el eje sensible a la velocidad angular @, una aceleracion de Coriolis a=2vX®
periddica actia sobre cada una de estas ramas perpendicularmente al plano mencionado.
Estas fuerzas se traducen en un par periddico torsional en la unién entre ambos
diapasones que induce una oscilacion secundaria fuera del plano en las ramas inferiores.
La sefial piezoeléctrica producida por las ramas inferiores es demodulada usando como
referencia la sefal del oscilador primario para obtener a la salida una sefial DC
proporcional a .

Electrodos sensore,

Electrodos

Electrodo de
excitacion

Sentido
Modo de excitacion de la

1' oscilacion

Electrodo de
excitacion

Electrodos
de sintonia g, =2vx ®

Electrodos sensores Modo sensor

Figura 2.9: Gir6scopo MEMS vibratorio y modos de oscilacion.

La Fig. 2.9 ilustra una version integrada de diapason sintonizado desarrollada en el
laboratorio Charles Stark Draper en 1991 (Bernstein et al. 1993 y también Yazdi et al.
1998). Mediante un peine de electrodos de excitacion se induce electrostaticamente una
oscilacion (modo de excitacion) de las masas testigos de unos 10um de amplitud.
Expuesto a una velocidad angular o en el eje sensible normal al plano del sustrato sobre
el que se mueven las masas, se induce en estas ultimas un movimiento oscilatorio
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ortogonal al modo primario de excitacion (ver modo sensor). Este tltimo movimiento es
detectado capacitivamente mediante electrodos sensores.

La Tabla 2.£ lista los parametros de performance alcanzable actualmente en girdscopos
de diapason , asi como la esperable en unos afios habida cuenta de las tendencias en el
desarrollo de esta tecnologia (ver Barbour, 2004; Geen, 2002).

Parametro Tecnologia actual | Perfomance prevista | Comentarios
Rango de operacion /s 100-6000 100-6000 Seleccionable
Sesgo al encendido °/h 10-150 <1
Inestab. sesgo °/h 3-30 <1 -40°-85°
Inestab. fact. esc. % 0.03-0.15 <0.01
Ruido de fondo [°/s])/vHz 0.5-3 0.02
Sensibilidad a g [*/h]/g 10 0,5

Tabla 2.1

Giréscopo de disco oscilante

El principio del diapason es utilizado también en un disefio originalmente propuesto en
la Universidad de California en Berkley (Juneau et al., 1997 y también Lutz et al.
1997)). El disefio consiste en un disco en rotacion oscilatoria alrededor de su eje z (ver
Fig. 2.10).

w

Rotor

Electrodo detector

Figura 2.10: Principio de giroscopo MEMS basado en un disco vibratorio.

Una rotacion de entrada contenida en el plano del disco (w) induce, por Coriolis, una
oscilacion secundaria en torno de un eje que es perpendicular simultdneamente a ® y eje
del disco y por tanto contenida en el plano éste ultimo. La oscilacion secundaria es
captada por electrodos capacitivos situados debajo del disco. El dispositivo permite asi
medir la componente bidimensional (dos ejes de rotacion simultaneos) del vector
velocidad angular proyectada sobre el disco. El ruido de fondo tiene una densidad de
0.3[°/s]/</Hz . Aun en condiciones de performance dptima el disefio actual propuesto por

"Ver més adelante en este Capitulo las definiciones de estos parametros en los parrafos 2.4 a 2.7
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Juneau et al. (1997) adolece de sensibilidades cruzadas entre ambos ejes sensibles. Sin
embargo, los disefios futuros contemplan usar un rebalance de fuerzas en lazo cerrado
que permitira mejorar la performance y evitar el acoplamiento entre ejes. Mas
recientemente, un disefio de alta performance con disco oscilante fue logrado por Geiger

et al. (1998) para un solo eje sensible con una densidad de ruido de 0.27°/vh
(0.005[°/s]//Hz ), estabilidad del sesgo de 65°/h, y error en el factor de escala< 0.2%.

Giroscopo de anillo vibratorio

La General Motors y la Universidad de Michigan (EEUU) desarrollaron conjuntamente
un concepto de girdscopo vibratorio basado en un anillo puesto a oscilar en su modo
natural (modo de excitacion o primario) en el plano que lo contiene mediante electrodos
dispuestos en su periferia.

Electrodos sensores

o

Flejes, de sostén

Anclaj

vibrante

Modo excitacion Modo sensor

Electrodos de excitacion.

Figura 2.11: Principio de gir6scopo MEMS de anillo vibrante.

La Fig. 2.11 ilustra la estructura del anillo micromaquinado en un bloque de silicio
cristalino y los modos elipticos de excitacion y sensor que determinan movimientos

radiales de los puntos en la periferia del anillo. Una velocidad angular w ejercida segin

el eje de simetria del anillo genera fuerzas de Coriolis oscilantes en el plano del anillo
que inducen el modo secundario o sensor a 45° del modo primario. Los movimientos de
este ultimo modo son captados por los electrodos capacitivos dispuestos sobre la
periferia del anillo. También en este caso la frecuencia de resonancia es sintonizable
electrostaticamente. Este concepto tiene varias ventajas sobre los presentados
anteriormente usualmente subrayadas en la literatura, entre las que citamos: a) la
simetria propia del anillo lo hace poco sensible a vibraciones espurias inducidas por el
medio, b) dado que ambos modos (excitacion y sensado) comparten la misma
frecuencia de resonancia la sensibilidad es amplificada por al factor de calidad Q de la
estructura, ¢) su funcionamiento es poco sensible a la temperatura que afecta igualmente
ambos modos de oscilacion, d) las asimetrias de masa o rigidez, propias del proceso de
fabricacion, pueden ser compensadas electronicamente mediante los electrodos de
balanceo.

Se espera que a corto plazo una linea de disefio introducida recientemente en la
Universidad de Michigan basada en una estructura integramente construida en
polisilcon permita fabricar giréscopos de calidad tactica con ruido de fondo de una
densidad del orden de 0.001[°/s)/vVHz (Ayazi/Najafi, 1998). La tabla 2.2 resume algunos
parametros de performance actualmente alcanzables mediante esta tecnologia.
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Rango de operacion /s 1000 Comentarios

Sesgo al encendido °/h <0.06 lo

Inestab. sesgo en func. °h 0.05 1o (0-30min)

Inestab. fact. esc. % <1 -40°-85°C

Ruido °/s rms <0.1 0-45Hz
Tabla 2.2

2.2.3 Giroscopos opticos: Efecto Sagnac

El principio en el que se basan todos los girdscopos opticos es el efecto descubierto por
el fisico francés Georges Sagnac en 1913 y que lleva su nombre. Los primeros
instrumentos que utilizaron este efecto fueron los ring laser gyro desarrollados a partir
de 1975. A partir de 1985 hace su aparicion una nueva tecnologia basada en este efecto
denominada fiber optic gyros (FOG) y considerada en un principio como una alternativa
de bajo costo a la primera. La motivacion fundamental de los girdscopos opticos fueron
desde un principio los requerimientos de precision y rango dindmico impuestos por los
nuevos sistemas strap-down. Otras ventajas son: una inherente lectura digital, arranque
casi instantaneo, baja sensibilidad a las perturbaciones mecanicas y total independencia
mecanica de su medio ambiente. Junto con la tecnologia MEMS acaparan actualmente
la mayor atencion de los centros de desarrollo de instrumentos inerciales.

Figura 2.12: Principio de Sagnac.

La Fig. 2.12 ilustra el principio de Sagnac. Supongase que el anillo, al que es solidario
el punto P, rota alrededor de su eje de simetria a una velocidad angular o=0. Sean t,
(trayecto en azul) y t. (trayecto en rojo) los tiempos que emplean sendos rayos de luz
partiendo de un mismo punto P y moviéndose respectivamente en el sentido anti-horario
y horario hasta reencontrar a dicho punto. Es facil advertir a partir de la geometria del
problema que si ¢ es la velocidad de la luz y 4 el area incluida en el anillo, dichos
tiempos satisfacen:
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ct, =2mr +rot, 4t 44w

2 227 2
cC —r o C

}:>At=t+ —-t = (2.5)

ct =2mr—rot._
4A®

C

= AL =cAt =

(2.6)

De la anterior, resulta una diferencia del camino recorrido por ambos rayos que, en

primera aproximacion (c¢® > r*’), resulta proporcional a la velocidad angular ®. Un
desarrollo en elementos diferenciales de angulo permite demostrar que el area en la
expresion (2.5) es la encerrada por el camino optico independientemente de la forma
que éste tenga. El efecto Sagnac habilita asi la medicion absoluta del movimiento
angular de un sistema de referencia solidario al anillo.

Giroscopos de laser en anillo (RLG)

Consisten en una cavidad oOptica resonante en camino cerrado con 3 o0 mas espejos
dentro de la cual la luz puede propagarse en ambas direcciones. La cavidad provee una
ganancia laser que permite sostener la resonancia de dos rayos en contra-propagacion
con longitudes de onda igual a un submultiplo entero de la longitud de los respectivos
caminos opticos. Tipicamente la ganancia es producida por un gas de He-Ne que llena
el interior de la cavidad. La cavidad es construida con material de muy baja expansion
térmica de modo de limitar los cambios mecanicos de longitud del camino optico. La
expansion remanente es compensada mediante un servo piezoeléctrico que desplaza
alguno de los espejos de modo de mantener la resonancia centrada en el pico de
ganancia del gas. Sin rotacion absoluta, la cavidad genera dos rayos resonantes a la
misma frecuencia v con un numero entero p de longitudes de onda encerrados en el
camino optico L de modo que L=pA con v=c/A.

Una rotacion en un eje ortogonal al plano del camino optico determina un cambio en
ambos caminos opticos dado por (2.6). La condicion de auto sustentacion de la
resonancia dada por la invariancia del entero p se traduce en sendos cambios en las
longitudes de onda en los rayos en pro y contra de la rotacion en el eje sensible. Esta
condicion es expresada mediante las relaciones:

p=L /% =L /% =AL=L —L =pO, —k)=pAk 2.7)

Con AL expresada por la (2.6) la rotacion induce una frecuencia de batido Av =c¢/AA
entre ambos rayos dada por:

AL 4Am 4Am
Av=—v= y=——"
L cL AL

(2.8)

Para valores tipicos de 4, @, Ly A4, AL/L=Al/A <1 0° lo que refleja la gran estabilidad
y pureza espectral requeridas de la cavidad laser para asegurar la factibilidad de la
medicion de la velocidad angular mediante un RLG. En cuanto a la frecuencia de batido
es posible medir rangos de valores desde algunos Hz a algunos MHz, lo que da cuenta
del amplio rango dindmico que es posible alcanzar con esta tecnologia. La frecuencia de
batido se mide mezclando ambos haces en un arreglo de prismas (“prisma mezclador”
en la Fig. 2.13) situado en uno de los vértices lo que produce un patron de interferencia
cuya periodicidad espacial puede ser medida con fotodiodos. La frecuencia de batido,
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resultante de la rotacion angular, induce una velocidad de desplazamiento de las bandas
de interferencia proporcional en direccion y sentido a la velocidad de angular. El pasaje
de las bandas bajo el campo optico de los diodos produce impulsos que contados
durante un intervalo fijo son una medida del angulo total rotado en dicho intervalo
respecto de una terna inercial. Puesto que cada pulso corresponde a un periodo igual a
1/Av, para cada pulso el angulo rotado sera:

AO=w/Av=AL/44 (2.9)

Lo que da la medida de la sensibilidad (resolucion) del instrumento (2 a 6 arcseg) en
tanto que sensor de angulo (RIG).

Fotodetector de lectura

0=z

Prisma mezclador

Bandas de interferencia “\\\\\\ /
Tubo lase '“ Carcasa
/ &A\ Anodo
Eje sensible de
oo AR S e

Espejo c/control
piezoeléctrico

7

7

Cétodo
Figura 2.13: Diagrama de un giréscopo de laser de 3 espejos.

Espejo plano

Para muy bajas velocidades angulares las frecuencias de resonancia de ambos modos de
propagacion resultan muy cercanas (Av — 0 en la Ec. (2.8)). En estas condiciones y por
razones similares a las que provocan la sincronizacion de osciladores electronicos aun
muy levemente acoplados, Av en (2.8) puede caer abruptamente a cero limitando la
resolucion del instrumento. El acoplamiento entre ambos modos en contra propagacion
se debe a la mutua transferencia de energia debida a la dispersion hacia atras de la
radiacion (back-scattering) incidente sobre la superficie de los espejos de la cavidad. La
técnica mas usada para evitar la sincronizacion entre resonancias consiste en provocar
mecanicamente una fluctuacion angular (mechanical dither) en el eje sensible del
instrumento con lo cual se minimiza el tiempo en que el sensor permanece en zona de
sincronia de resonancias. Algunos efectos secundarios de este paliativo y sus soluciones
son discutidas por Smith, (1987).

Los altos costos de produccion de este tipo de instrumento estan ligados a la precision
del pulido y a la calidad del material de los espejos y del tubo laser. Por un lado, es
necesaria una baja dispersion hacia atrads (usualmente 0.02%) para lograr una buena
resolucion y por otro, una alta reflectividad (usualmente 99.97%) para reducir las
perdidas en la cavidad y mejorar la precision del factor de escala (alto “Q” implica
precision en A). El estado del arte en tecnologia del pulido de espejos permite hoy en dia
lograr, sin usar la fluctuacién angular, resoluciones del orden de 0.1%s (ver Smith,
1987).
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Giréscopos interferométricos de fibra optica (IFOG)

Las ventajas inherentes de los girdscopos Opticos motivaron una nueva linea de
desarrollo de este tipo de instrumentos que pudiese paliar las desventajas de los RLG
principalmente asociadas a los costos de produccion y la insensibilidad para bajas
velocidades angulares por sincronizacion de las resonancias. En los afios 70’s se
demostré en la Universidad de Utha (ver Barbour, 2004) la posibilidad de medir un
patron de interferencia debido al efecto Sagnac usando dos haces de luz en contra-
propagacion dentro de una fibra Optica cerrada en bucle. En lugar de una cavidad
resonante cerrada y controlada por espejos generando internamente una luz coherente
por efecto laser, el giroscopio interferométrico de fibra optica (IFOG) consiste en
espiras de fibra oOptica que constituyen un camino cerrado de luz procedente de una
fuente externa tal como un diodo superluminiscente.

N espiras de
fibra optica

Divisor —5—'

Fuente de luz

Detector

Figura 2.14: Esquema de un girdscopo de fibra optica.

A la entrada, este haz es dividido en dos haces en contrapropagacion (Fig. 2.14) que son
luego recombinados al final de su recorrido (entre 100m y 3Km). El detector
interferométrico mide la diferencia de fase A® entre ambos haces que, a su vez, es una
medida de la diferencia de camino recorrido y por tanto proporcional a la velocidad
angular o.

AD — 27[& _ STNA® _ 47RLw
A AC AC

(2.10)

Retroalimentando la fase medida mediante un controlador proporcional+integral sobre
la frecuencia generada por el circuito de potencia optica es posible anular la diferencia
de fase. De este modo, el [IFOG se comporta como un instrumento de cero (donde su
sensibilidad es méaxima) en el cual el desplazamiento en la frecuencia Optica es una
medida del angulo mecanico rotado con lo cual el instrumento se convierte en un RIG.
Esta es la configuracion preferida en muchas aplicaciones debido a su mayor rango
dindmico y mayor estabilidad del factor de escala.

Un IFOG tiene algunas ventajas notables frente al RLG: no requiere de alto voltaje, al
no usar una luz coherente de ancho de banda puntual no tiene el problema de
insensibilidad para bajas velocidades angulares (no requiere dither), finalmente, sus
costos son, en general, mas reducidos. Por otra parte, la variancia del error en la medida
en A® resulta ser inversamente proporcional a la longitud de la fibra optica, por lo que
la performance del instrumento es escalable con la longitud de ésta. Algunos resultados

39



Martin Espafia Comision Nacional de Actividades Espaciales

permiten esperar que la performance de los IFOG llegue a superar a la de los RLG. Ver
por ejemplo el IFOG desarrollado por Sanders et al. (2002) con estabilidad del sesgo
<0.0003°/hr, densidad espectral de ruido <0.00008 deg/vhr y error en factor de escala
<0.5 ppm. Los esfuerzos mas recientes en la tecnologia IFOG se concentran en su
abaratamiento y miniaturizacion.

2.3 Unidades de medidas inerciales (UMI)

Los instrumentos inerciales de un sistema de navegacion strapdown normalmente estan
agrupados dentro de un gabinete (o carcasa) a la cual son mecanicamente solidarios.
Ademas de los instrumentos, el gabinete alberga la electronica de sensado, de filtrado y
de acondicionamiento de las sefiales y, en ciertos casos, de digitalizacion de las
mediciones. A dicho gabinete, incluyendo los instrumentos y la correspondiente
electronica, se lo denomina Unidad de Medidas Inerciales (UMI). El nimero de
sensores inerciales en una UMI es variable dependiendo de la aplicacion. En este
volumen se consideraran UMI’s completas, es decir, aquellas disefiadas para proveer
medidas vectoriales de fuerza especifica y velocidad angular inerciales segln tres ejes
mutuamente ortogonales denominados ejes sensibles de la UMI. Usualmente, esto se
logra disponiendo una terna de giréscopos y otra de acelerometros paralelos a los ejes
sensibles (x", y" y z" en la Fig. 2.15). Mediante el calculo de las correspondientes
proyecciones, las 6 magnitudes inerciales pueden también obtenerse con un nimero
redundante de instrumentos (superior a 6) y no necesariamente dispuestos
ortogonalmente. Se considera como mediciones provistas por la UMI las 6 componentes
de las magnitudes inerciales vectoriales proyectadas seglin sus ejes sensibles.

X-gito x-gcel
§-giro o~
y-ace z-giro ‘iﬁ?ﬁw
P 1’1’1x
y | z-acel
l Xz
m
z

Figura 2.15: Unidad de medidas inerciales.

2.3.1 Modelo matematico de una UMI
Distinguimos las componentes de cada magnitud inercial fisica proyectadas sobre los 3
ejes sensibles nominales de la UMI m”(f’ 6 ®”) e R® de sus correspondientes triadas

de medidas que denotamos m” (f' "6 ®")eR’. Supondremos que cada pareja de triadas
estd relacionada mediante la siguiente familia de modelos con idéntica estructura
matematica parametrizada por el vector p, € R” (m=f6 @ segln la terna de sensores):

m’ =M (m";p,)+&,

@.11)
M@m’;p )=(I+%,)m"+b, =L(m")s, +b,
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Gx Xy Xz b
A . 9. A m 12
z, (cm ) =|o, o, o.|;6,eR%p, —{ } eR (2.12)
Glﬁ
sz zy z

m

Donde: & es el vector del ruido aditivo de medida; / es la matriz identidad de
dimension 3; las componentes de b, € R* son los sesgos de medida en cada direccion;
los elementos de la diagonal de X constituyen los errores en el factor de escala de cada
medicion de la terna, en tanto que los elementos o, fuera de la diagonal representan los

errores angulares de alineacion entre la direccion sobre la que se mide la componente* y
el correspondiente eje sensible nominal de la UMI. Por ejemplo, en la Fig. 2.15, la parte
determinista de la medida m, resulta ser: (1+c6,)m, +0, m, +c_m, paraun error en el
factor de escala o, y pequefios dngulos en radianes 6, y ©,. que describen la no-

ortogonalidad entre el eje nominal x de la UMI y el de la medida.

La segunda Ec. (2.11) destaca el hecho de que el modelo M es bilineal en sus
argumentos p, y m Yy por tanto que ambas representaciones son equivalentes siendo

los elementos de la matriz L(m) lineales en m .

Cuando la precisién sea importante, las componentes de los vectores p, podran ser
medidas experimentalmente en mesas de ensayo, de otro modo se adoptaran los valores
promedios para la poblacion que usualmente provee el fabricante del instrumento. La
calidad de una unidad inercial esta asociada a la estabilidad y la precision con que se

conozcan los vectores p,, .

Ambos modelos (2.11)/(2.12) se agrupan en un tinico modelo, llamado de calibracion de

la UMI, descrito mediante:
o] [M@"p,)| |&
= T = M(mp) +
|:fb:| |:M(fb,pf) gf (ll p:) gu

:[L(C"h)}ffb%u = L(@)o+b+E, (2.13)

II>

n

L(f")
c:[cf, cﬂT;b:[i bHT;pi:[cT bT]T;

Donde M(u;p,)=L(p)o+b es la parte determinista del modelo, en tanto que su
componente estocastica estd representada por una superposicion de procesos aleatorios
de distinto origen que conforman el ruido aditivo &, . Los filtros de fusion de datos

necesitan modelos que describan (lo mas fielmente posible) la evolucion de las
estadisticas de estos procesos.

" Puede pensarse a esta direccion como aquella sobre la cual yace el sensor inercial individual, distinta a
la correspondiente al eje nominal de la UML
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Por lo anterior, el disefiador necesitard familiarizarse con los conceptos y la
terminologia relativos a la descripcion, modelizacion y caracterizacion de los procesos
que afectan la medida de una UMI. Esto serad tratado en los proximos parrafos, los
cuales, entre otros, deberian poder clarificar conceptos usuales en al industria tales
como "bias instability", "angle random walk", "rate random walk" frecuentes en las
hojas de datos que especifican la performance de los instrumentos inerciales.

2.4 Elementos sobre procesos estocasticos

En este parrafo se introducen algunos conceptos basicos frecuentemente usados para
caracterizar los principales procesos presentes en la medida de una UML.

Momentos de 1° y 2° orden de un proceso estocastico.

La caracterizacion simplificada mas usual en ingenieria de un proceso estocastico
continuo &(t) consiste en sus dos primeros momentos, a saber:

Valor medio: &(t)=E {£(1)}

2.14
Funcion de autocorrelacion: R, (1,,1,) £ E{&(t,)&(z,)} @14

Cabe subrayar, no obstante, que la descripcion completa de un proceso estocastico
requiere de los infinitos momentos de orden superior a dos. Hay, sin embargo, un caso
destacado en el cual las estadisticas (2.14) resultan suficientes y es cuando el proceso es
gaussiano.

Para t1=1, —t, diremos que & es estacionario de 2° orden” cuando y sélo cuando
&(t)=constante y R.(,t,) = R.(1),V1,t,. Cuando &(¢) es real, la estacionaridad de 2°
orden implica, ademads, la condicion de simetria: R.(t1)=R.(-7). Si R/(7) es

absolutamente integrable respecto de T su transformada de Fourier es la funcion
compleja definida mediante:

a) [|R(DfT<0=3 5,(f)=F{R(0)}2 j R.(v)e " d
T e . - 2.15)
b) S.(f) @ R0 [ () df

La Ec. (2.15) b) destaca el caracter bi-univoco de la transformacion siempre que esté
definida. Es fécil demostrar que, por ser R.(t) una funcion real y simétrica, bajo las

condiciones de la definicion (2.15), S,(f) también es una funcion real y simétrica de f
(ver Papoulis, (1991)).

De la definicion (2.14) y de la Ec. (2.15) b), resulta que la potencia instantanea
E {&2(1‘)} de un proceso estacionario es constante ¢ igual a:

"Wide Sense Stationary (WSS) en inglés.
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R(0)2 [ S.(f)df , (2.16)

De este modo que S, (f) es vista como una densidad de potencia a lo largo del eje /' e

(-00, 00) y llamada, por esta razon, densidad espectral de potencia (DEP o PSD en
inglés). Claramente, puesto que R.(0)>0, S.(f)20,V feR, de otro modo seria
posible “filtrar potencia negativa” en alguna zona del espectro de la sefial. Si U es la
unidad de medida de &, S, (f) se expresara en [UT /[Hz].

2.5 Descripcion del ruido de medida

Como se vio en el Capitulo 1, los errores instrumentales hacen que la navegacion
inercial sea inestable a corto plazo. Por otra parte, como se vera en el Capitulo 10 la
navegacion integrada con fusion de datos es puramente inercial entre dos instantes de
medidas exoceptivas. Surge por lo tanto la necesidad de caracterizar cuidadosamente los
ruidos de medida de una UMI, en particular, cuando se usen sensores miniaturizados
tales como los de tecnologia MEMS.

Lo que comunmente llamamos ruido es en realidad una senal, por lo general muy poco
predecible, compuesta por varios procesos aleatorios superpuestos cuya potencia en alta
frecuencia suele estar dominada por procesos muy descorrelacionados o independientes.
A continuaciéon se describen los procesos que mas frecuentemente perturban las
medidas inerciales.

2.5.1 Procesos aleatorios en el ruido de medida

Ruido blanco continuo 7(?)

Es el ruido por excelencia dado que por definicion es totalmente impredecible. Lo
definimos como el proceso estocastico centrado n(f) estacionario de segundo orden y
caracterizado por una DEP constante ¢, tal que:

i) E{n(t)} =n=

2.17
ii) S,(f)=cte.=q,[[UT/[Hz]]; = 4Jq, U] (@.17)

Siendo su DEP una constante en todo el rango de frecuencias, de la (2.16) resulta que
para cualquier instante de tiempo la potencia promedio de un ruido blanco

(E {n(t)2 }an(O)) no estd acotada y por lo tanto carece de existencia real.

Consistentemente, antitransformando S,(f)=g, =cte. resulta que su funcion de
autocorrelacion es la funcion impulsiva (Papuolis, (1991)):

R,()=F"q,}=q,8()UT (2.18)

Donde, la funcion generalizada "delta de Dirac” 8(t)[seg]” es aquella que opera sobre
cualquier funcion integrable /(t) tal como:
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]5@ —D)h(t)dt :T 8(t — 1)h(t)dt =h(t) (2.19)

En lo que sigue se usara la notacion n(¢) ~ (0,6(¢)q,) para denotar un rudo blanco con

DEP=gq, . En particular, llamaremos ruido blanco unitario a: n,(¢) ~ (0,5(¢)) .

A pesar de ser una idealizacion matematica, el concepto de ruido blanco tiene un gran
valor practico puesto que, como veremos, en base a €l es posible modelar muchos otros
procesos estocasticos. Ademas de esto, y dado que cualquier sistema fisico tiene
necesariamente un ancho de banda acotado, una perturbacion de un ancho de banda
comparativamente grande respecto de la banda pasante del canal o del sistema al que
perturba se comportara, en la practica, como un ruido blanco para este ultimo.

Ruido blanco muestreado n (k)

Siempre que se muestree una sefial continua se estard, a la vez, muestreando un ruido
continuo. Para evitar el fenomeno de “pliegue en frecuencia” o “alias” de una sefial
muestreada, el teorema de Shannon-Whittaker (Shannon, 1949) impone introducir,
delante del muestreador, un filtro antialias que suprima las frecuencias superiores o
iguales a la mitad de la frecuencia de muestreo (condiciéon de Nyquist). Por tanto, para
preservar la informacion util en una sefial muestreada, el filtro de premuestro y el
periodo de muestreo 7; deben ser cuidadosamente elegidos. Como la respuesta a un
ruido blanco (centrado) de un filtro antialias lineal tiene valor medio (momento de 1°
orden) nulo en todo instante de tiempo y en particular en los instantes de muestreo kT,
su caracterizacion como proceso discreto requiere solo establecer su momento de
segundo orden. Para esto se recurre a la aproximacion estandar de suponer el filtro
antialias ideal, es decir, con una funcion de transferencia como la representada en la
Fig. 2.16.

o)l 4
n(?) N ny(1)
— S —
—2nW, S 2nm Wf>
T ZLH(jos

Figura 2.16: Modulo de la funcion de transferencia de un filtro pasa-bajos ideal.

Asi, el ruido n(?) a la salida del filtro tiene ancho de banda Wy [Hz] y densidad espectral
dada por:

g, |f]<w,

2.20
0. |f]>w, (220

S, (f) {

Aplicando la transformada de Fourier inversa a S, (@) se obtiene la funcion de

autocorrelacion de n(t) que resulta (ver Papoulis (1991)):
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sin(2zW,7)

2.21
27Z'W/T ( )

E{n (On (t+7)} =R, (7)=2W q,

De la anterior interesa destacar que cuando el ruido filtrado es muestreado satisfaciendo
la condicion (de Nyquist) entre ancho de banda y periodo de muestreo: 2W,T=1, la
secuencia n,(k)=n, (kT) resulta descorrelacionada (es decir: R (7,)=0) con

potencia  promedio en cada instante de muestreo k7, igual a
Ef{n,(k)}= R ’ (0)=2W,q, <. Este argumento justifica la aproximacion usual para la

variancia de un ruido blanco muestreado en funcion de su densidad espectral dada por:
o, =4q,/T yelhecho de llamar a este ultimo ruido blanco discreto.

Ruido “markoviano” w(7)

En el Capitulo 10 se introducird una definiciéon general de proceso markoviano. Sin
embargo, en el contexto de la modelizacion de ruidos se adopta normalmente la
definicion "ingenieril" mas restringida que se enuncia como: la respuesta de un sistema
lineal, invariante, asintdticamente estable excitado por un ruido blanco. Cuando el
proceso es escalar (monovariable) el sistema es representable mediante una funcion de
transferencia H,(s) con todos sus polos en el semi-plano complejo izquierdo abierto
(Fig. 2.17).

ny(?) e (1)

Figura 2.17.

Si ademas H,(s) es una funcion racional en s (cociente de polinomios en s), el sistema
lineal admitira una representacion en variables de estado de dimension finita,
representacion que se extiende facilmente a sistemas multi-variables como el siguiente

é:AQ+ng
v=CC+n

(2.22)

Donde n, ~(0,Q.5(7)) y n~(0,Q,3(¢)) son procesos vectoriales blancos con matrices
de DEP diagonales Q, y Q, y matrices A, C de dimensiones apropiadas. En el caso

una entrada una salida (v,n, € R) la respuesta de la (2.22) viene dada por:

v(t) = CO(t — 1,)5(t,) +jh(t —t)n,(1)dt+n(f) (2.23)

ly

Donde A(¢) es la respuesta al impulso del sistema lineal de la Fig. 2.17. La condicion de
estabilidad asintotica impone a la vez que la matriz de transicion de estado y la
respuesta al impulso verifiquen: 1kim<I)(7») =0y 1kimh(7u) =0. Con lo cual, de la Ec.

(2.23) para ¢, suficientemente alejado en el pasado cualquiera fuese su estado inicial el
proceso v(¢) resulta ser:

45



Martin Espafia Comision Nacional de Actividades Espaciales

v(t) = [ h(t—0)n,(t)dx
- (2.24)
E{v@)} = [ h(t—1)E{n (1)}dTt =0

La segunda expresion muestra que el proceso v(¢) es (asintoticamente) centrado. Del
teorema fundamental enunciado en Papoulis (1991), pp 347 se tiene que las densidades
espectrales de los procesos v(¢) y n,(¢), respectivamente: S (f) y S,(f)=q,, se

relacionan a través de la ]:{h(t)} =H (j2nf)=H,(jo) (®=2nf) mediante:

S,() =|H,Go) S,(f)=q,||H,Go)| (2.25)

Con lo cual, la funcion de autocorrelacion de v(¢) (usando la (2.15)) resulta:

R =F S, (N} =a.F {1, Gl | (2.26)

Como es facil comprobar, siempre que la funcion de transferencia H (s)sea racional
(cociente de polinomios en s), el cuadrado del modulo de H (j®) es una funcion par de
o (0 de f). Como ejemplo consideramos el proceso de la Fig. 2.17 para:

H (s)= ; a,>0=>v=—a,v+n,(t) (2.27)

s+a

v

excitado por el ruido blanco continuo #, ~(0,4,5(¢)). La solucion de la Ec. diferencial
asociada a (2.27) se escribe como:

V() = e v(e )+ j P M)dh > [ e P, (0dh (2.28)

Tomando valor esperado en la (2.28) se obtiene que el momento de primer orden
cumple asintoticamente V() = E{v(#)} = 0. Su funciéon de autocorrelaciéon (también

asintotica) se determina usando la segunda igualdad de las (2.26) para ©=27f":

S, =|H,Go) ¢, = =2

o +ol
0 jU)Td T (2.29)
R(t)=F'{S (0/2m)} = ;1_ j e do_gl, -,
T

o+l 2

—0

De donde surge que el proceso tiene funcion de autocorrelacion de tipo exponencial
caracterizada por dos pardmetros: el tiempo de correlacion 7, = a;' y la DEP constante

del ruido banco que lo excita: ¢, .
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Ruido “browniano” w(r)

También llamado proceso de Wiener o caminata aleatoria, se define como la integral de
un ruido blanco gaussiano a partir de un dado instante inicial ¢, (ver Fig. 2.18). Su
modelo matematico es similar al de la Ec. (2.22) con A=0 y condicion inicial nula.

m® V<[ a5 | w@IylT]

to

Figura 2.18.

Teniendo en cuenta que n(f) es estacionario se toma #,=0. En el caso escalar el ruido
browniano es:

w(t) = jnw(x)dx = dw(t) = n, (f)dt (2.30)

0

Con lo cual, su valor medio y funcion de autocorrelacion (momentos de 17y 2° orden)
resultan respectivamente:

E{w(t)} =0

R, (t,,1,) = E(w(t)wi(t,)} = E { [n,00an nw(u)du} = (2.31)

noob
= [d] duEdn, (Vn, (W)} = g, min(s,1,)
o0 0uS(A—1)

De la ultima expresion surge claramente que w(f) no es estacionario (R, depende de

ambos instantes de tiempo) y por lo tanto su DEP no esta definida. A pesar de esto, es
usual describirlo como caso limite de un proceso markoviano estacionario de
autocorrelacion exponencial cuando el tiempo de autocorrelacion tiende a infinito. De
este modo, haciendo o, -0 en la primera de las (2.29) se obtiene la siguiente

expresion “limite” para su DEP:

K2

S(f)=——
W) /)

(2.32)

Veremos que esa expresion es usada para caracterizar procesos de muy baja frecuencia,
llamados de tipo "1/ /", parametrizados por el coeficiente K =./q,, .

Haciendo #;,=t,en (2.31), se obtiene el valor medio de la potencia instantanea de w(¢).
o, (OUTITT 2R, (t,1)=q,t (2.33)

Se advierte que o, crece linealmente con el tiempo con pendiente igual a la DEP ¢,
del ruido blanco que lo genera.
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1503) ) b) Distribucion de 0 a los 1000seg..

1000 muestras del ruido integrado de un
giréscopo durante 1000 segs.

200

150

100

Integral en grados.

50

o 200 400 600 800 1000 a

-125-100-75-50-25 0 25 50 75100 125
Figura 2.19: Ejemplo de angulo browniano de un giréscopo.

La Fig. 2.19 demuestra un ejemplo del ruido browniano resultante de integrar la medida
de la velocidad angular provista por un girdéscopo en reposo. La DEP del ruido blanco

en la velocidad angular es q, = 0.99°[°/seg]’ /[Hz]. El proceso de Wiener de salida es
llamado dngulo browniano y se lo denota como ARW (por angle random walk). Su
desvio estandar calculado a los 1000seg. es: o, =\/a[°]=31,3[°]. La Fig. 2.19 a)
muestra un conjunto de 1000 realizaciones de dicho proceso en el intervalo 0-1000 seg.
Se advierte una dispersion de las curvas creciente con la raiz cuadrada del tiempo. La

Fig. 2.19 b) despliega un diagrama de barras de las muestras en el instante =1000seg en
el que puede observarse su relacion con el desvio estandar tedrico de la muestra.

El proceso analogo al ARW en un acelerémetro es conocido como velocidad browniana
y denotado VRW (por velocity random walk). Este resulta de integrar un ruido blanco

en la medida de la fuerza. Si q,[m/seg]’ /[Hz] es la DEP del ruido blanco, el desvio

estandar del VRW en el tiempo t sera: o, = /q,t[m]/[seg].

Como veremos en un proximo parrafo dedicado a la variancia de Allan, tiene interés
considerar el promedio temporal de un ruido blanco sobre un intervalo arbitrario de
longitud 7. Se trata de una variable aleatoria, centrada, indexada por 7 (pero
independiente de ¢ por ser n(f) estacionario) cuyos dos primeros momentos se calculan
mediante:

t+T t+T

i, = % j n(dA — E{w(T)} =% j E{n(A)}dr=0 (2.34)
E{n’}= %T Hj;T E{n(t)n(A)}dwd\
1 t+T 14T 14T (235)

F_! _!‘Rn(‘t—l)drdx:%'!‘dx:?

Se advierte que, si bien para cualquier 7 la variancia de los promedios es finita, ésta
tiende teéricamente a infinito a medida que el intervalo de promediado tiene a cero!
Esto es una simple consecuencia de que 7n(¢) tiene potencia infinita.
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Inestabilidad del sesgo o ruido “1/f’: bi(¢)

La familia de procesos llamados evolutivos o fluctuaciones aleatorias (conocidos como
"flickering noise" en inglés) no son representables por un modelo de estado de
dimension finita. Son, no obstante, descritos matematicamente mediante su DEP del
tipo S, (f)ocf7;1<y<2. Se trata de procesos no estacionarios, de memoria no

acotada, que describen ciertas fluctuaciones lentas del sesgo de los instrumentos
inerciales de particular relevancia en sensores opticos o de tecnologia MEMS. Su origen
suele ser electronico o electromecanico. Dado que la integral de S,.(f) sobre el todo el

eje de frecuencias no resulta acotada, en teoria estos procesos tienen potencia
instantanea infinita. La manera de evitar esta contradiccion es postular la existencia de
una frecuencia limite f; mas alld de la cual la potencia del proceso es nula. Esto es
ademas consistente con el hecho de que, en la practica, a partir de cierta frecuencia estas
fluctuaciones quedan enmascaradas por otros procesos con mayor potencia en alta
frecuencia.

La caracterizacion mas usual para el caso y =1 en términos de su DEP resulta ser:

BI’
S,(f)=42zf’ S 4 (2.36)
0

7f>ﬁ

Donde BI es llamado el coeficiente de “inestabilidad del sesgo” y esta expresado en las
mismas unidades de medida (es decir: [*/seg] 6 [rn/segz]).

Ruido de rampa r(¢)

Modela derivas muy lentas del sesgo de la medida que se presentan sobre todo en
girdscopos IFOG. La pendiente de la deriva es llamada coeficiente de rampa y se denota
R. Para su analisis se le asocia la DEP (IEEE 647-2006):

R2
@nf)’

S.(f)= (2.37)

Tratandose de una variacion tan lenta, mas que un ruido es considerado muchas veces
como un error paramétrico determinista. Este es el punto de vista adoptado en este
volumen en el cual este proceso sera visto como un sesgo lentamente variable.

2.6 Caracterizacion de los procesos en el ruido de medida

El ruido de medida se supone igual a la superposicion de los procesos descritos
anteriormente, es decir:

E@)=n(t)+v(t)+w(t)+bi(t)+r(t) (2.38)

El caracter "compuesto” de este ruido impone la necesidad de analizarlo segin sus
componentes. Asi, la caracterizacion del ruido consiste, en primer lugar, en identificar
dichas componentes y, en segundo, en determinar o estimar los parametros que
describen a cada proceso. Los métodos existentes se basan en dos hipotesis que se
cumplen razonablemente bien en la practica: H;: los procesos involucrados son
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estacionarios e independientes entre si; Hj: sus respectivos espectros de potencia no se
solapan sobre el eje de las frecuencias. En otros términos, cada proceso se manifiesta
predominantemente sobre una banda de frecuencia que le es exclusiva.

En Quinchia et al. (2013), se expone un estudio comparativo de diversos métodos
aplicables a la caracterizacion de las componentes del ruido de medida de una UMI. De
ellos, el mas estandarizado y utilizado por la industria es el método de la variancia de
Allan (VA) al que dedicamos los proximos parrafos.

2.6.1 Variancia v Desvio de Allan

La VA mide la variabilidad cuadratica media entre promedios de una misma sefial
tomados en intervalos de tiempo adyacentes de longitud uniforme 7 variando entre un
valor minimo (alta frecuencia) y un valor maximo (baja frecuencia). Llamando X, (¢) al
promedio del proceso continuo x(¢) sobre un intervalo de longitud 7 con inicio en ¢,
definimos el proceso de las diferencias (por hipdtesis estacionario) parametrizadas por
T: 8x,(¢) = x,(T +t)—X,(¢) . Bajo las hipétesis mencionadas anteriormente, la variancia
VA(T) y desvio DA(T) de Allan de x(¢) se definen, respectivamente, como:

VA(T) £ B3 (1)
DA(T) 2 JVA(T)

En IEEE Std. 647-2006 se demuestra la siguiente importante relacion entre la funcion
VA(T) para un dado proceso x(#) y su DEP S (f) = ]:{Rxx(T)} :

(2.39)

VA(T) = 4T S f)%f (2.40)

De acuerdo con la (2.25), la anterior establece que la VA(T) del proceso x(¢) es
proporcional a su potencia total luego de ser filtrado por un filtro parametrizado por 7,
cuyo modulo es:

Ji 23] £ <0 241)
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Figura 2.20: Perfil de ||HT( j2nf )|| en funcion del producto fT.

Como puede verse en la Fig. 220, |H,(j2nf)| tiene un méximo dominante en

f~04/T. Asi, de acuerdo con las Ecs. (2.40) y (2.41), la VA puede ser vista como
un filtro "pasabanda" centrado en una frecuencia que decrece con 7. Esta propiedad,
junto con la hipdtesis H, y la expresion (2.38) hacen posible analizar el ruido segin sus
componentes y medir sus respectivas potencias mediante la VA.

Importa sefialar que la variancia de Allan resulta finita (y por lo tanto es calculable) para
la gran mayoria de los procesos estacionarios. En particular, a pesar de tener potencia
infinita, los procesos blanco y 1/f (presentes en gran parte de las sefiales de ruido) tienen
VA(T) finitas para todo 7>0.

La presencia predominante en altas frecuencias del ruido blanco en la expresion (2.38)
hace que para intervalos T crecientes, la potencia de los promedios del proceso &
decrezca mondtonamente con 1/7 (ver Ec. (2.35)) junto con su VA. Sin embargo, la
experiencia demuestra que el decaimiento de la grafica de DA vs. T puede detenerse y
aun revertirse a partir de un cierto intervalo 7=T,, suficientemente largo. Tr,, puede
ser muy grande, por lo cual, para detectarlo, podria requerirse que el horizonte del
registro sea también de larga duracion (24hs o mas). EIl minimo de DA ocurrira en
presencia de fluctuaciones muy lentas enmascaradas, hasta T, por los promedios del
ruido blanco dominante en alta frecuencia. A partir de Ti,;, este ruido tendra un efecto
despreciable sobre el DA el cual, empezara a reflejar solo las fluctuaciones lentas.
Cuando el registro proviene de la salida de un instrumento (como en el caso de una
UMI) estos procesos de muy baja frecuencia son llamados deriva del sesgo o "bias
instability" en inglés, por lo cual se denota: T=Tmin.

Las derivas lentas del sesgo se suponen generadas esencialmente por dos tipos de
procesos. El primero corresponde a fluctuaciones de baja frecuencia del tipo "1/f",
llamado con propiedad "inestabilidad del sesgo" y asociado al "codo" en la grafica
DA(T) en Tgp (ver Fig. 2.22). El parametro de la Ec. (2.36) que caracteriza a este

proceso resulta precisamente de evaluar: BI=DA(T,,) . Mas alla de T=Tg; la grafica se

mantendria constante de no mediar otras fluctuaciones de muy baja frecuencia. Las mas
prevalentes, conocidas como "rate bias instability", son modeladas como procesos
brownianos con DEP del tipo 1/ f* (ver Eq. (2.32)) cuya DA es creciente con T (ver

Ecs. (2.33)). En el caso de girdscopos, estas perturbaciones se denotan RRW (por rate
random walk) y ARW (por acceleration random walk) cuando se trata de
acelerometros. Para intervalos 7 ain mayores, pueden aparecer perturbaciones cuasi-
deterministas de ultra baja frecuencia caracterizadas por la DEP (2.37) que hemos
llamado “ruido de rampa”.

Aplicando la expresion (2.40) a las DEP de los procesos que componen el ruido de
medida de una UMI (Parrafo 2.5 y expresion (2.38)), se obtienen las expresiones
teoricas de las respectivas VA(T) (ver Tehrani (1983)). En el Apéndice C de IEEE Std.
647-2006, se presentan las expresiones analiticas y las graficas de DA(T) para una lista
muy completa de los procesos que perturban la medida de una UMI. En la 3% columna
de la Tabla 2.3 se consignan las expresiones de la VA para los procesos mas usuales,
junto con los coeficientes que los caracterizan. A partir de la grafica DA(T) del ruido,
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medida empiricamente como veremos mas adelante, es posible, por un lado, identificar
el proceso dominante en cada banda de frecuencias (siempre que lo sea en alguna, de
otro modo significaria que podria estar enmascarado por otros procesos y en tal caso no
habria necesidad de tenerlo en cuenta) y por otro leer directamente sus parametros
caracteristicos. Esto es particularmente simple para los procesos caracterizados por una
pendiente uniforme p en escala doble logaritmica.

Proceso PSD - s(f) Varianza de Allan - VA(T) Comentarios
ARW-(ruido _q, )
blanco) T VAo (T) = ¢n: Coef. de ARW
2 — 2 _
I 51121 d (l;ijl; f<f, ¥A“5T)_'ZB; (mé M)/ BI: Coeficiente
nestabilidad en ) f >1/ Jo; (1) > 0; f, - Frecuencia de corte.
el sesgo 0 ; f>f, VA, (T)— BI’(2In2 / n) = 0.44BI* = cte.
- rui 2 2
I})RW T‘“d" [EJ iz VA (T) = KT K: Coeficiente de RRW
rowniano 2n) f 3
T 2T .
RM - Ruido S - VA, (T)=T0| g g 34 e T q,: PSD ruido blanco
Markoviano o, +(2nf) T 2T T, : Tiempo de correl.
RR- Ruido de R? R’T? ) 4
rampa 2nf) VA(T)= 5 R: Coeficiente de RR

Tabla 2.3: DEP y VA para distintos procesos.

Consideremos como ejemplo el ruido blanco estacionario: x(¢) =n(t), se tiene:

on, (1) =1, (T +1) 1, (t) = %U n(t)dt — t]Tn(x)dxj; (2.42)

t+T t

Con lo cual, usando la definicién de ruido Browniano (2.30) y un célculo similar a la
Ec. (2.31), a partir de la (2.42) se obtiene su DA(T) que explica la pendiente -1/2 que
caracteriza a este ruido en la Fig. 2.21:

VA(T) 2 %E{Sni(t)} = %E{WZ(T)} = q—Tn > DA(T)=Jq, T (2.43)

Donde ahora se tuvo en cuenta que los promedios estan tomados sobre intervalos que no
se intersecan. Se advertird de la anterior la motivacion de incluir el factor 1/2 en la
definicion (2.39) que es precisamente para equiparar la variancia de Allan del ruido
blanco a la variancia de sus promedios (2.35) tomados independientemente.

Nos detenemos en el DA de un proceso markoviano de 1° orden caracterizado por la
DEP Ec. (2.29). A partir de la VA(T) dada por la Tabla 2.3 y llamando t=T7/T, al

intervalo normalizado por el tiempo de correlacion 7, escribimos:

DA, (7) = VA, (2) = \J4, T, h(r)

1 1 1/2
h(r)2—|1 3—d4e e
O )

21

(2.44)
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Como se muestra en la grafica de la Fig. 2.21, DA (r) posee un maximo en ¢  =1.89 de

valor DA, =DA,(t)=0437,/qT,. Las coordenadas del maximo caracterizan
totalmente a este proceso.

(qu\r)l/z I

DAy 0.437(q,T,)"

0.1(q.T)" |

0.01((¢. )"

10 107" 10”189 10 10

T,

Figura 2.21: DA (t) del ruido markoviano de 1° orden en escala doble
logaritmica funcion del intervalo normalizado 7 =T7/T, .

Variancia de Allan a partir de una sefial muestreada
Existe una extensa bibliografia sobre los detalles técnicos de la aplicacion de este
método a sefiales reales muestreadas. La norma IEEE Std. 647-2006 estandariza el uso

de este método para caracterizar todos lo procesos potencialmente presentes en los
ruidos de medida de una UMI.

Dado un registro x(#,) de muestras de una sefial de ruido x(#) tomadas a lo largo de un
horizonte de tiempo H con un intervalo de muestreo 7, =¢, , —t
promedios en intervalos multiplos enteros de 7 : T=NT, desde 7=T (alta frecuencia) al
valor maximo posible: 7=H/2 (mas baja frecuencia presente en el registro).
Normalmente, H es varios ordenes de magnitud superior 7, tipicamente H/ TS~105. Al
conjunto de datos dentro de un intervalo se lo llama "cluster” y a T intervalo de los

clusters. A cada registro se le asocia la grafica del desvio de Allan estimado DA(T)
definido de la siguiente manera:

.» consideramos los

1) Para intervalos T=NT; crecientes con N =1,....,H /2 y llamando n(T)=H /T, se
construye:
1) la secuencia de promedios

il

)TT(i)é% > x(@t); i=1,...1(T) (2.45)

k=(i-1)T
i1) la secuencia de las diferencias entre promedios:

Ox, (i) =x,(i)—x,(i-1) (2.46)
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2) A partir de las 6x,(i) se establecen como estimadores de la variancia y el desvio de
Allan, respectivamente, a las estadisticas:

~ R 1 Q. N
O e & 24

DA(T) & \JVA(T)

La Fig. 2.22 muestra, sobre una escala doble logaritmica, una grafica tipica del l/)1\4(T )

medido sobre un registro de la salida de un girdscopo hipotético en condicion de reposo
con periodo de muestreo de 0.01seg. Los ruidos ARW, BI, RRW y RR se manifiestan
con pendientes constantes en diferentes regiones del eje 7. Esto permite leer
directamente de la grafica los parametros que caracterizan estos procesos. Por ejemplo,
la inestabilidad del sesgo aparece como una curva plana con centro en 75 y parametro:
BI=DA(T,,)/0.66. Los perfiles de ruidos con correlacion exponencial (markovianos)

presentan una resonancia cercana al valor del tiempo de correlacion dominante (Fig.
2.21). Por esto (ver Marinsek, (2011), §4.5.5.1), sus efectos suelen manifestarse
cercanos al tiempo de correlacion T ~27 impuesto por el filtro pre-muestreo

(antialias) (ver extremo izquierdo de la curva en la Fig: 2.22) que normalmente es
disefiado con un ancho de banda préoximo a la mitad de la frecuencia de muestreo:
AB ~1/Ts.

Marinsek (2011) desarrolla un procedimiento semi-automatico mediante el cual, para un
dado registro de ruido, calcula primeramente su DA(7) y a partir de éste identifica y
caracteriza los distintos procesos presentes. El SW’, fue aplicado en su tesis de
ingeniero para caracterizar y comparar la performance de varias unidades inerciales
comerciales.

j j(markoviano) :

°ls

(&
8
3 ---------------
[)
go!
@
[ AL
C ...........
g
"
o
o
>
%]
Q
m]
....... /
AR Bl LB TeEE MRenT=v2 HEE
107 10” 10° 10’ 10° 10° 10* 10°
T- Segundos

Figura 2.22: Esquema de grafica tipica DA vs. T para un registro de 24hs.

*Cuyo codigo abierto esta disponible en: http://psic.fi.uba.ar/index.php/publication/theses
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Para un dado H, los estimadores l/);l(T )y IZI(T ) se calculan con un nimero de clusters
(n(T)=H/T) que decrece con 7. Es natural esperar entonces que la confianza
estadistica decrezca también con 7. Existen diversos métodos para determinar un

intervalo de confianza del estimador l/);l(T ). El mas simple y mas usado se basa en la

siguiente definicion del error relativo del estimador de l/);l(T ):

 DA(T) - DA(T)

S, (T) DA

(2.48)

Como en si mismo es una variable aleatoria (funcion de la realizacion particular del
ruido del registro de la sefial), lo que se usa es una estimacion (mas o menos gruesa) de
su desvio estandar que tiene el interés de ser independiente de los procesos presentes
(ver IEEE Std. 647-2006, Ap. C):

o(6pa(T)) = m (2.49)

En base a la anterior el intervalo de confianza del 66% para el intervalo 7 se establece
como:

DA(T)(1 £ 08, (T)) (2.50)

Sustituyendo valores en las dos ecuaciones anteriores se obtiene, por ejemplo, que el
DA de un proceso que se manifieste con intervalos de 7=10hs podria medirse con un
error relativo del 25% con un grado de confianza del 66% siempre que se disponga de
un horizonte de medidas H=90hs. Esto demuestra lo impreciso y complejo que resulta
en la practica medir las fluctuaciones de baja muy frecuencia.

La Fig. 2.23 demuestra el rapido crecimiento, para 7 medios y grandes, de la dispersion
entre las graficas del DA adquiridas para distintas realizaciones de registros de 12hs de
un mismo giréscopo en reposo de una UMI FalconMx.

00-12 hs |]
12-24 hs ]

o 24-36 hs |]
\\ ___________ e I — 3648 hs |]

Desvio estandar de Allan /s

T - Segundos
Figura 2.23: DA para varios registros de 12hs de un giréscopo de la unidad FalconMx
(extraido de Marinsek, (2011) donde se caracteriza totalmente esta unidad).
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2.7 Modelo markoviano unificado del ruido de medida

Dificilmente se pueda exagerar la importancia de la formulacion markoviana de las
perturbaciones estocasticas en la teoria de la estimacion. La razén es que la
markovianidad es necesaria para una estimacion recursiva del estado. Este tema sera
tratado en detalle en el Capitulo 10.

En la practica, no basta con que las perturbaciones respondan a un modelo markoviano,
se requiere ademas, que éste Ultimo sea de dimension finita. Esta condicion estara
asegurada toda vez que la DEP de la perturbacion sea una funcion racional par de /(o de
®). En efecto, un razonamiento inverso al usado para la Ec. (2.26) y en el parrafo
subsiguiente, permite demostrar que, en tal caso, existirda una funcion de transferencia
racional H(s) (ver Fig. 2.17), con una representacion de estado lineal de dimension finita
como la (2.22), tal que excitada por un ruido blanco a la entrada producird una salida
con la DEP deseada (al menos asintdticamente). La funcion de transferencia en cuestion
(ver Fig. 2.17) es la que satisface (ver Papoulis, (1991)):

H(j2nf)H(j27f) = S(f) (2.51)

Como ejemplos tenemos las funciones de transferencia que excitadas con ruido unitario
generan: a) Un ruido blanco con DEP (2.17)= H (s;q,) = \/q_n , b) Un ruido Browniano

con DEP (2.32)= H (s;K) =K /s y c¢) Un ruido Markoviano con DEP. (2.29) =

7./
H,(5;q,,T,) =~ (2.52)
1+Ts

La DEP de algunos procesos, como la inestabilidad del sesgo (bi(¢), Ec. (2.36)) o el
ruido de rampa (7(¢), Ec. (2.37), son funciones racionales pero impares de f. Por esta
razoén admiten modelos markovianos lineales pero s6lo a parametros distribuidos, es
decir, de dimension infinita’.

En la practica se recurre entonces a aproximar la DEP de estos procesos mediante
expresiones racionales pares en f, a partir de las cuales, usando la igualdad (2.51), se
obtienen las correspondientes funciones de transferencias que caracterizan a los
procesos markovianos aproximantes. Por las razones expuestas al final del Parrafo
2.5.1, no nos referiremos al ruido r(¢), si en cambio a bi(¢) presente en gran parte de los
sensores comerciales de tipo MEMS ademas de manifestarse en un zona de intervalos 7
para la cual la incerteza de la medida del DA(T) es atn relativamente baja.

Describiremos un procedimiento sencillo para hallar una funciéon de transferencia
H, (s;q,,T,) como la (2.52) con la cual aproximar la DEP del proceso bi(f) previamente

caracterizado por su grafica DA(T). Elegimos primeramente un segmento [ 7;in, Tinax] que
contenga la zona plana de la Fig. 2.22 y llamamos T},, =/7, 7, al centro geométrico
de la misma. De la grafica del DA (t) markoviano de la Fig. 2.21 extraemos 7* y
definimos el intervalo [T, Tmax]=[ Tmin/T* Tmay/T*] con centro geométrico en T,=Ty/t*

* Junto con una interesante descripcion del ruido 1/f; Keshner, (1982) demuestra que la salida del modelo
a parametros distribuidos de una linea de transmision excitado con ruido blanco es un proceso del tipo 1/f.
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Tomando el valor medio de la imagen de ese intervalo sobre ¢l eje de ordenadas, que
llamamos NDA,q con n~1, imponemos (ver Fig. 2.22): 0.66B/ =nDA4, . Usando ahora

DA =0.437(q,T,)"” de la 2* col. Tabla 2.3 proponemos finalmente los siguinets

max

parametros para sintetizar la funcion de transferencia aproximante de la forma (2.52):

1
T =—T;
189"

_1(0.66B1) 1.89(0.66BI )
“ 7,1 0.437n T, \0.437n

El resultado es que la aproximacion cubre la zona plana de la Fig. 2.22, en tanto que el
decaimiento mondtono y simétrico de DA (r) respecto de le cumbre en 7* hace

(2.53)

despreciables sus efectos para T alejados de T,

Para el caso del ejemplo de la Fig. 2.23, se considero la década en T €[60,600] con lo
cual resulto 7, =190seg, 7, ~100seg y 7 ~0.95 con un error relativo maximo para

DA en ese intervalo del 5%. Tomando de la Fig. 2.23 el valor 0.66B/ ~0.01, a partir de
las (2.53) se obtiene finalmente la DEP del ruido de excitacion: ¢, ~5.7x10°[°/seg]’ .

Como se dijo, el ruido de medida de un sensor inercial es la superposicion de los
procesos estocasticos supuestos independientes entre si: &(¢) = n(?) + w(t) + bi(t) + v(z) .

Salvo el ruido blanco, es posible afirmar que cada uno de estos procesos admite una
representacion markoviana, al menos aproximada .

Finalmente el modelo markoviano del ruido £ de un sensor de una unidad inercial
resulta dado por el siguiente sistema de ecuaciones diferenciales lineales:

Ww=n, ; n,~N(0,6(t)q,)
bl = —T;:lbl' + n, s n, ~ N(Oa 5(t)Qb) (2 54)
v=-T""v+n, ; n,~N(0,6(n)q,)
E=w+bi+v+n, ;n ~N(0,56(t)q,)

Donde n_,n,,n, ,n, son ruidos blancos independientes, ¢g,,7, surgen de la aproximacion
markoviana de bi(?), en tanto que ¢, =K’ y g, estan consignados en la Tabla 2.3. Para

E=IC+n,, en términos de la (2.22), las (2.54) se escriben matricialmente

estableciendo:
w 0 0 © n,
C=|bi|;Z=]0 T," 0 [;n,=|n,

4 0 0 T n

’ (2.55)
r=[1 1 1]; Q, =diag(q,,4,9,);

Cada componente del ruido vectorial & €R°® en la Ec. (2.11) tiene un modelo
markoviano como las (2.54) caracterizable mediante los métodos expuestos en este
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parrafo. Como el lector advertira, es posible agregar los vectores de estado de cada uno
de ellos en un vector § y representar al ruido &, a partir de un dado instante f,

mediante un modelo markoviano de estado tal como:

§=Z&+n; n ~N(0,8()Q,); &(t,) ~ v.a.(0,P,)

€. =IC+ng; n, ~N(0,8(1)Q,)

(2.56)

Donde: n, ~(0,5(2)Q,) y m, ~(0,8()Q,) son ruidos blancos continuos diagonales,

mientras que P, es la matriz de covariancia del estado inicial.

2.8 Performance v categorias de instrumentos inerciales

Las Ecs. (2.56) completan el modelo de la UMI representado por las Ecs. (2.13). Fijada
a estructura del modelo, las incertezas del mismo se suponen concentradas en el
desconocimiento de los parametros de su parte determinista M(p;p,) y en las

estadisticas de los procesos que componen el ruido &, .

Los valores nominales de las componentes de p, pueden encontrarse en las hojas de

datos provistas por el fabricante posiblemente acompafiada de su dispersion
poblacional. Cuando la precision sea importante para la aplicacion, estos parametros
deberan sin embargo determinarse unidad por unidad en un laboratorio de ensayos
siguiendo protocolos estandarizados llamados de calibracion tales como los que
establece la norma IEEE (Std. 1554, (2005)).

Sin embargo, la respuesta de una UMI suele no obedecer en forma sistematica a un
modelo matematico con parametros fijos, hecho que, casi por definicion, es mucho mas
acentuado en instrumentos de baja calidad (y bajo costo). Tanto en el laboratorio como
en la navegacion lo que importa es la estabilidad y repetibilidad de los parametros. La
primera esta referida a su variabilidad a lo largo del ensayo o de la navegacion y la
segunda, a cambios entre encendidos consecutivos de la unidad. Asi, la incertidumbre
paramétrica queda determinada, por un lado, por la calidad de la instalacion
experimental y de los procedimientos usados en el laboratorio de ensayo y, por otro, por
la calidad del instrumento reflejada en su inestabilidad paramétrica posiblemente
provocada por variaciones térmicas, envejecimiento, el estado instantdneo de
movimiento (aceleracion y velocidad angular) u otros efectos no modelables.

Como se vera en el Capitulo 10 y fuera explicado en el Capitulo 1, en navegacion
integrada la calibracion y la estimacion del estado cinematico forman parte del mismo
proceso de estimacion de las incertidumbres presentes. Para esto, los filtros de fusion de
datos deben tener en cuenta la inestabilidad paramétrica cosa que se realiza modelando
los parametros no como constantes sino como procesos brownianos perturbados por
ruidos de potencia tanto mas grande cuanto peor sea la calidad del instrumento. Como
se analiza en Carrizo y otros (2014), esto tiene fuertes implicancias sobre la
estimabilidad (reconstructiblidad estocastica) tanto de los pardmetros como del estado
cinematico.
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Para asegurar la calidad de la navegacion, estas deficiencias de estimabilidad pueden
requerir agregar instrumentos de navegacion a bordo que provean nueva informacion
correlacionada con el estado cinematico (ver, por ejemplo, Castillo y otros (2013) y
Castillo (2012)).

Los parametros mas usados para calificar la performance de una UMI son:

= Rango dinamico de cada instrumento

* No-linealidad del factor de escala en % del rango

= Ancho de banda AB[Hz]

= Sensibilidades del sesgo y del factor de escala con la temperatura
= Sensibilidades del sesgo y del factor de escala con la aceleracion
= Aceleracion de sobre vida al choque en [g]

Inestabilidad del factor de escala

Desconocimiento en la alineacion

Inestabilidad del sesgo

Ruido blanco continuo

Resolucion

La inestabilidad del sesgo (rate/acceleration bias instability en ingles) es expresada
para los girdéscopos en [°/hr] o en [*/seg] y para los acelerometros en [mg] o [pug], segin
sea el nivel de calidad.

La potencia del ruido blanco continuo (rate white noise o acceleration white noise), se
especifica mediante su DEP. También denominado ARW (angle random walk) o VRW
(velocity random walk) segin se trate de girdscopos o de acelerometros y expresado
segun las siguientes formas equivalentes:

DEP—ARW: 1[%seg]/ vVHz=1[°/V/seg] = 60[°/v/hr],
DEP—VRW: 1[g]/v/Hz=9,8[m/seg]/[v/seg] = 588[m/s]/v/hr].

La resolucion esta ligada a la potencia del ruido blanco y al ancho de banda AB del
instrumento lo que conduce a las siguientes relaciones entre la resolucion y el ARW o el
VRW:

Resolucion del girdscopo [°/seg](rms)=
={DEP[°/seg]*/[Hz]*AB[Hz]} "*=ARW([°/seg]/v/[Hz])*V/ AB[Hz]

Resolucion del acelerometro [g](rms)=
={DEP|[g]¥/[Hz]*AB[Hz]} "*=VRW([g]/v/[Hz])*V AB[Hz]

Los instrumentos inerciales se clasifican segin su calidad segun las siguientes clases:

* Calidad “Navegacion”: Horas de navegacion sin ayuda.

* Calidad “Aviacion”: Pueden alcanzan calidad navegacion con ayuda externa

» Calidad “Téactico™: Navegacion sin ayuda en segundos o pocos min. Pueden
alcanzar calidad navegacion con ayuda externa.

» Calidad “Regular (o rate grade)”: Solo ttiles con ayuda externa.
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En particular para los girdscopos se considera ademas un nivel de calidad llamada de
aviacion. Las Tablas 2.4 y 2.5 indican los rangos de performance usuales establecidos
para estas denominaciones asi como las tecnologias mas usadas al presente.

Parametro/calidad | Rate grade Tacticos MEMS Aviacion RLG Navegacion
MEMS IFOG IFOG RLGIFOG
ARW [°/h] >0,5 0,5-0,05 <0.05 <0,001
Inestab. sesgo [°/h] >10 1-10 <0.1 <0,01 (1nm/hr)
Inestabilidad del f.e. 0,1-1 0,01-0,1 <0.01 <0,001
nRango dinam. [°/seg] 50-1000 >500 50-300 >400
Ancho de Banda [Hz] >70 ~500 ~100 100-500
Costo UMI $US 500-5K S5K-20K 20K-50K 50-100K
Tabla 2.4: Categorias de Girdscopos.
Parametro/Calidad Regular MEMS Tacticos Navegacion

Vel. browniana (VRW) [g/\/h]

0.5-5mg/ VHz (airbag)

50-500 [mg/ VHz]

<10 [ug/ VHz]

Inestabilidad del sesgo [g] 10-100[mg] 0.2-1[mg] 10-100 pg
Inestabilidad factor escala %. >1% 100-1000 ppm <100ppm
Rango dinamico [g] 2-50 (airbag) >50 2-50
DC-400 50-300 50-300

Ancho de Banda [Hz]

Tabla 2.5: Categorias de Acelerometros.
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Capitulo 3
Cinematica de la Orientacion

Al igual que su posicion, la orientacion de un cuerpo en el espacio es relativa al sistema
de referencia elegido. Los sistemas de referencias considerados en navegacion son bases
ortonormales, o sea, ternas de vectores de moddulo unitario (versores) mutuamente

ortogonales en el espacio euclidiano de dimension 3: E’. Dadas tres direcciones

ortogonales o ejes en el espacio E’ subsiste la ambigiiedad de decidir el sentido del

versor que “orienta” a cada eje. Existen s6lo dos maneras de asignar “flechas” a estos
ejes sin que una asignacion pueda obtenerse a partir de la otra mediante alguna rotacion
de los tres ejes en su conjunto. A cada una de estas maneras las llamamos “orientacion
de la terna” y por definicion llamaremos a una positiva y a la otra negativa. Aunque
definiremos mas precisamente este concepto, la orientacion positiva suele llamarse “de
la mano derecha” por que corresponde a cerrar el primer versor sobre el segundo como
los dedos sobre la palma de la mano derecha mientras que el pulgar de la misma mano
indica la direccion del tercer versor. Para evitar ambigiiedades, por convencion se
adopta entonces la orientacion positiva para las ternas de referencia.

Un objetivo primordial de la navegacion consiste en conocer en todo instante tanto la
orientacion del vehiculo respecto de las diversas ternas de referencia relevantes para la
aplicacion en curso, cuanto, las transformaciones de coordenadas que vinculan a dichas
ternas. Para describir y caracterizar matematicamente la orientacion relativa entre ternas
se utilizan ciertos conjuntos de parametros, llamados parametrizaciones, cuyos valores
numéricos son actualizados permanentemente por el algoritmo de navegacion. En este
Capitulo se introducen las parametrizaciones de la orientacion de un cuerpo mas usadas
en la practica.

3.1 Parametrizaciones de la orientacion de un cuerpo en el espacio

La Fig. 3.1 muestra dos ternas de vectores ortonormales de orientacion positiva donde
una de ellas {a} es considerada la de referencia y la otra {b} la de un cuerpo rigido
dado. La condicion de orientacion positiva es equivalente a decir que el producto triple
de sus componentes satisface:

a -(a,xa,)=1 b, -(b,xb,)=1 (3.1)

Los ejes de la terna {b} apuntan normalmente segun direcciones del cuerpo de interés
para la aplicacion. Por ejemplo, en un vehiculo el eje x suele estar en el eje longitudinal,
cercano a la direccion del desplazamiento y los otros dos en un plano ortogonal con uno
de ellos paralelo a la vertical en condiciones nominales de movimiento. Se supondra
que la terna {b} se obtiene trasladando la terna {a} paralela a si misma al centro de
coordenadas de la terna {b} (punto p de la localizacion del cuerpo) y aplicandole una
rotacion continua arbitraria en un intervalo de tiempo [t,,t) tal que {b(t,)}={a}.
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a]

Figura 3.1: Orientacion relativa de dos ternas en el espacio

. . , . . L, % .
Interesa definir un conjunto de parametros que caractericen la orientaciéon de cualquier
terna {b} respecto de otra {a}. Las parametrizaciones mas usuales de la orientacion de
un cuerpo son:

e Lamatriz de cosenos directores (MCD).

o Elejey el angulo de Euler.

e Los angulos de Euler.

e Los parametros simétricos de Euler o cuaterniones.

El proposito de este Capitulo es introducir dichas parametrizaciones junto con las
ecuaciones cinematicas que describen su variacion con el tiempo. No es de extrafiar que
estas parametrizaciones estén intimamente relacionadas con un clasico teorema de Euler
(1707-1783) sobre las rotaciones de un cuerpo con un punto fijo en el espacio. Por esta
razon, previo a introducir las parametrizaciones de la orientacion, estudiaremos las
rotaciones arbitrarias alrededor de un punto, lo cual nos conducird a formular el
mencionado teorema de Euler.

3.2 Rotaciones en E’

El vector velocidad lineal instantanea v(t)e &’ de un punto peE’ en rotacion alrededor
de un eje, posiblemente variante en el tiempo, que contiene al origen de coordenadas O,

fijo en el espacio euclidiano E’, est4 dada por el producto vectorial:

V(1) = p(1) = (1) x p(?) (3.2)

Donde el vector o(t)elE’ tiene la direccion del eje de rotacion y la magnitud de la
velocidad angular instantdneos (ver Fig. 3.2). Denotando x° al elemento de R’

constituido por las coordenadas del vector xeE’ respecto de una dada terna ortonormal

" En ingles “attitude” dio lugar al anglisismo “actitud”, usual en la jerga técnica en nuestro idioma.
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positiva {a} centrada en el origen O, la Ec. de rotacion (3.2) se expresa en coordenadas
de la terna {a} como:

P (1) = @ (1) xp* (1) = S(@" ())p* (1), P*(4,) =P, 3.3)

Figura 3.2

en la cual p“, p“(¢), ®°(¢) son vectores de R’ y se introdujo el operador matricial del
producto-vectorial (@* x ) expresado mediante la matriz anti-simétrica:

0 - o
S(@)=] of 0 -0 |=(@xp) =S(@)p’; Vo',p' eR’;Vo,pecE’ (3.4)
-0 o 0

2 1

La siguiente propiedad del operador S(-) puede probarse por simple sustitucion y sera

de utilidad en el resto de este libro: Sean uyv dos vectores de R’ cualesquiera,
entonces:

S(uxv)=S(u)S(v)—S(v)S(u) (3.5

La solucion de una ecuacion diferencial lineal variante en el tiempo como la (3.3) se
obtiene mediante la matriz de transicion de estado (o matriz fundamental) C“(,,)
como sigue (ver por ejemplo Zadeh/Desoer, 1963):

p (1) =C(1,1)p" (1,);

. (3.6)
C(t,1,) =S(@“ (1))C(t,t,); C(t,,t,) =1

Las Ecs. de rotacion (3.6) describen la evolucion temporal a partir de # de las
coordenadas del punto movil p respecto de la terna fija {a}, cuando p es sometido a una
rotacion caracterizada por el vector velocidad angular instantaneo @(?).

Enunciamos dos propiedades importantes de la solucion matricial C*(¢,#,) de la (3.6)
denominada en este contexto matriz de rotacion.
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Propiedad 1:

Para todo t y f, la matriz de rotacion a coeficientes reales C“(t,7,) solucion de (3.6) es:

i) Ortogonal (unitaria): C“(¢,2,)" C*(t,t,) =1 (3.7)
i) Propia: ¢ (¢)-(c,(¢)x¢,(t))=det(C(t,¢,)) =+1 (3.8)

Donde ¢, (¢),¢,(t),c,(¢) representan las columnas de C*(¢,¢,) .

Demostracion: Usamos primeramente (3.6) y la definicion (3.4) para obtener:

d

EC“(L%)TC"(%%) = C*(1,1,))" S(0 (1)) C*(t,1,) + C* (1,1,)" S(0" (1)C* (1.1,)

=C(1,1))" (S(-0" (1)) +S(0" (1)C*(1,4,) =0

De la anterior surge que: C(¢,t,)" C“(t,t,) = constante = C*(%,,t,)" C*(t,,t,) = I; Vt lo
que prueba ). Usando ahora la propiedad del determinante de un producto de matrices
y la ortogonalidad de C*(¢,7,) (Ec. (3.7)) se tiene:

det(C* (1,1,) € (t,1,)) = (det(C* (1,1,)) ) =1 = det(C"(1,1,)) = £1V1 (3.9)

Por la continuidad de la solucién de la ecuacion diferencial (3.6) respecto de sus
condiciones iniciales y de la funcion determinante, dado que det(C‘(z,,¢,)) =1, solo

puede ser det(C*(#,¢,)) =1, V¢ >t,. Teniendo en cuenta que la primera igualdad de (3.8)

surge de la definicidon de determinante, esto prueba finalmente ).
|

Como consecuencia de (3.7), C“(t,¢,) preserva el producto escalar y en particular la

norma del vector inicial

p“(tO)H. En efecto, sean p“(¢) y q“(¢) dos soluciones de las

Ecs. (3.6) con condiciones iniciales, respectivamente, p“(¢,) y q°(¢,), entonces:
P (D" q (1) =p"(4,)" C"(1,4,)" C*(1,4,)q" () = p* (4,)"q" (¢,), Vt.

Como det(C‘(t,2,)) =1, V¢ >, la matriz C*(¢,¢,) € R* no tiene valores propios nulos,
por lo tanto, si (A(¢),u(¢)) es un par valor/vector propios posiblemente complejos de
C“(t,t,) , entonces de (3.7) se tiene que:

C(t,t))u(t) = A(Hu(t) =
e @ u@| = @[ =20 [uo)f = |a@)|=1:v:

Como ademas sus valores propios cumplen que AA A, =det(C“(z,¢,))=1, siendo

(3.10)

C“(t,t,) real, por (3.10), al menos uno de ellos debe ser: 4,(r) =1y los otros tales que

A)=2(t) con |4(1)|=|4t)|=1 (esto incluye el caso A (r)=2,(t)=A(r)=1
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correspondiente a la “no rotacion” C“(¢,¢,) = I , lo que ocurriria, por ejemplo, si o(t) =
0). La existencia de al menos un valor propio unitario de C“(#,7,) permite enunciar la:

Propiedad 2:
Toda matriz de rotacion solucion de la ecuacion de rotacion (3.6), admite en cada
instante 7 un eje invariante 0(7) " tal que

0(t) = C*(1,1,)0(¢) (3.11)
|

3.3 Matriz de cosenos directores (MCD)

Consideremos dos ternas ortonormales y propias {a} y {b} que comparten el mismo
origen O en todo ¢ (ver Fig. 3.3).

Figura 3.3: Rotacion de una terna {b} respecto de una terna fija {a}.

. 3 . , ,
Sea un vector fijo pelE’ expresado simultineamente segin ambas ternas como:

p=pr’ai=Zpi”bi. Por ser {a} y {b} ortonormales se tiene que

P! =(p,a); p’(t)={p,b,), donde (-, indica el producto escalar en [E°, de modo que

las coordenadas del mismo punto segiin ambas ternas quedan vinculadas por

P =<Zipfbi,aj>= D (aubyp! =3 i (j.p! = G12)
p'=Cip’; C; =[ (1) ]

Siendo C; la matriz que transforma las coordenadas del vector p expresado,

respectivamente, en las ternas {a} y {b} y cuyos elementos son los cosenos directores:

¢, (j,i)=(a;,b,) =cos(¢;,) (ver Fig. 3.4). Asi mismo intervirtiendo en las anteriores

* .. ., . . . - . .
En el caso trivial de no rotacion todo eje es invariante; X denota al versor unitario de x.
" En lo sucesivo denotamos con X al versor unitario correspondiente a un dado vector x.
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los elementos de {a} y {b} llegariamos a que p’ =C’p‘ con C’ :[cf(j,i)] con
cf(j,i)=<bj,a,.> = <ai,bj> = ¢, (i, j) con lo cual se tiene que (C;)" =(C;)":

p’' =Cp*=(C)'p"; Vp° (3.13)

Con lo cual una MCD es siempre una matriz ortogonal y unitaria (Propiedad 1) que
transforma las coordenadas entre dos ternas ortonormales positivas. La composicion de
rotaciones o de cambios de coordenadas puede obtenerse mediante el simple producto
usual entre matrices. Esta propiedad la convierte en una de las parametrizaciones
fundamentales de la orientacion de un cuerpo tanto desde el punto de vista practico
como tedrico. Destacamos, sin embargo, que la ortonormalidad de sus columnas
impone las siguientes 6 condiciones entre ellas:

(3.14)

o

r 0,sii#j
¢ ¢ =
Lsii=j

con lo cual, 6 de los 9 pardmetros que caracterizan la MCD resultan redundantes aunque
sea necesario actualizar a todos durante la navegacion. Mas aun, en cada instante de
actualizacion deben validarse numéricamente las condiciones (3.14) a riesgo de falsear
resultados provenientes de suponer erroneamente que (C;)" = C’. Esta desventaja tiene

como lado positivo la posibilidad de usar la redundancia paramétrica precisamente para
validar el calculo y supervisar la propagacion de errores. En ciertas aplicaciones las
desventajas pueden hacer sin embargo preferible otras parametrizaciones como las que
introduciremos mas adelante.

Figura 3.4

3.3.1 Propiedades de las MCD

A continuacion enunciamos algunas propiedades de las MCD, consecuencias directas de
las Propiedades 1 y 2, que son de interés en el desarrollo de este libro. Las mismas se
encuentran en textos basicos de algebra de matrices por lo cual, dejamos al interés del
lector las demostraciones de las mismas.
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Sea C’ la MCD que transforma las coordenadas entre dos ternas arbitrarias
ortonormales y propias {a} y {b} entonces se cumple que:

MCD1: Toda MCD es autoadjunta = MCD=adj(MCD).

MCD2: Sean u® y v“ las coordenadas de un vector segin la terna {a}, entonces:
C’(u' xv')=u" xv".

MCD3: S(u”) =S(C’u*) = C’S(u*)C! = CiS(u”) =S(u*)C:.

3.3.2 Cinemitica de la MCD
Consideramos una rotacion impulsada por la velocidad angular instantinea ()
desde la terna fija {a} a la terna "moévil" {b(¢)} para ¢>¢, y tal {b(z,)}={a}. Ambas

ternas comparten el mismo origen O en todo z Dado que {a} es propia, por la
Propiedad 1 también lo serd {b(#)} para ¢ >¢, De acuerdo con la (3.6) los elementos de

la terna {b(f)} expresados en {a} estan dados por:

{bi (1) bi(0) b5(0)} =C"(1,1,){a; a5 aj}; Vi1,

. (3.15)
C'(2,1,) =S(o;, ())C* (1,2,); C'(4,,8,) =1

Pero, cada componente a, expresado en {a} es, claramente, a; =e,, la i-ésima columna

de la identidad matricial /3. Si ahora a partir de (3.15) evaluamos los cosenos c; (,i;t)
obtenemos:

¢, (J,i51) = <aj’bi(t)> = (aj‘)TCa(t’to)a? =C(1,1)(J,)) =
C, () =C"(1.1,)

(3.16)

Con lo cual, la matriz de cosenos directores (MCD) que transforma las coordenadas de
un punto expresado en terna {b(#)} en las coordenadas del mismo punto expresado en
terna {a} (p* = C;p”) es la solucidn de la siguiente ecuacion diferencial matricial.

C; =S(o;,(0)C;: C;(1) =1 (3.17)
En forma mas general, la condicion inicial de la ecuacion anterior podria ser C;(¢,)) # 1
indicando una rotacion inicial no nula entre {b(#)} y {a}, de esta forma formulamos la
ecuacion general de la cinematica de la MCD como:

Ci(t,1,) =S(@4,()C;(t.t,); Ci(t,.t,)=Ci(t,) (3.18)

Dado que C’ =(C{)", la ecuacion diferencial para C” se obtiene trasponiendo al Ec.
(3.18) y usando la propiedad de antisimetria de la matriz definida en (3.4):

Co(t.1,) = C; (1,1,)S" (0, (1) = =C; (8.1,)S(, (1) = C; (1,1,)8(w0;, (1)); - (3.19)

67



Martin Espafia Comision Nacional de Actividades Espaciales

De la (3.18) y (3.19) resulta que, segin en que sistema de coordenadas esté expresada la
velocidad angular ®,,(¢), la ecuacion de propagacion de la MCD a partir de la
condicion inicial arbitraria: C;(¢,,¢,) =C,(¢,) (o su transpuesta segun corresponda) se
escribe:

Cy(,1,) =S(0%())C;(t,t,) = CL(t,t,) =S(w,,())C.(t,1,)

. ' (3.20)
C;(t,1,) = Cy(t,1,)S(w,, (1) = C(1,1,) = C, (,1,)S(0;, (1))

3.4 Angulo vectorial de rotacion o eje v angulo de Euler

De acuerdo con la Propiedad 2, el resultado final de una rotacion arbitraria de un
cuerpo alrededor de un punto fijo equivale a una rotacion unica alrededor de un eje
invariante. El eje es la direccion propia de la matriz de rotacion entre la terna inicial y la
final y se corresponde con el unico valor propio real y unitario de la MCD del cambio
de coordenadas. La importancia de esta conclusion justifica estudiar mas en detalle las:

3.4.1. Rotaciones alrededor de un eje de direccion invariante

Cuando la velocidad angular ®_,(#) se mantiene paralela a si misma (ver Fig. 3.5), el
angulo vectorial 0, () rotado por la terna {b} desde {b(t)}={a} hasta {b(?)};

(0,,(t):{a} > {b(?)}) es tal que 0, (¢) es paralelo a ®_,(¢#) para todo ¢ y entonces se
expresa mediante la integral vectorial:

0,,(1)= f o, (0dT (3.21)

Claramente, en este caso, la direccion del vector 0, (¢) coincide con la del eje

ba

invariante de la rotacion llamado eje de Euler. El médulo 0, () :||9ba(t) , llamado

dangulo de Euler, es el angulo efectivo rotado positivamente (en el sentido horario)
alrededor del eje de Euler en el intervalo [4,,7] cuando el vector 0,,(¢) es mirado desde
el origen. Por tratarse de un eje invariante, 0, (¢) tiene las mismas coordenadas tanto
en {a} como en {b(t)}, lo que justifica suprimir el superindice sin riesgo de ambigiiedad
en la notacion, lo mismo ocurre en este caso con ® , (7).

Figura 3.5: Rotacion con eje invariante de {b} respecto de la {a}.
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Es facil demostrar que puesto que 0,,(¢) y o, (¢) son paralelos, las siguientes matrices

conmutan (de hecho en cualquier instante de tiempo ambas matrices son
proporcionales).

S, S0,,(0)= [ (o, (D)= (3.22)

bajo estas condiciones, la ecuacion diferencial (3.17) admite una solucion explicita (ver
por ejemplo Zadeh/Desoer 1963, pp. 340) para la matriz de rotacion o MCD. El lector
podra verificar por simple sustitucion en (3.17) la solucion que escribimos a
continuacion.

C1(0)=exp| [ (@, (D)< | = exp(S0,, () (323)

3.4.2 Relacion del angulo vectorial de Euler con la MCD

Claramente, siempre sera posible rotar una terna respecto de otra un angulo vectorial
0,, arbitrario mediante una velocidad angular paralela a dicho &angulo (incluso

constante). Esto permite re-expresar la Ec (3.23) prescindiendo de la variable ¢ y asi
obtener la MCD que transforma las coordenadas entre dos ternas en funcion del vector
angulo que transfiere una en la otra.

Sea 0, :{a}—>{b} y C;=C(0,,)=exp(S(0,,)). Usando la definicion de la
exponencial de una matriz (Zadeh/Desoer, 1963 o Titterton/Weston, 1997, pp. 296) y
luego de manipular algunas series trigonométricas se obtiene la siguiente expresion para
la MCD del cambio de coordenadas en funcion del angulo vectorial 0,, .

€= C(0,) 2 exp(s(0,) =1+ 500, )+ =) g20,) .20
ba ba
0. 0 -6, 0,
0, 2/6,;S0,)2/6, 0 -6]6,%2]0, (3.25)
0. 0, 0, 0

Puesto que S(0,,)0, =0, x0, =0=S(0,,)°0,,, de la Ec. (3.24) resulta que

C;0,,=0_. Claramente y en concordancia con la Propiedad 2, 0, 6 es paralelo a una

ba

direccion propia de C; con valor propio unitario.

A partir de la representacion eje y dngulo de Euler: 0,, =(9,,,6,,) e introduciendo el

ba

divisor 0,, al interior de S(0,,), de la Ec. (3.24) se obtiene la formula de rotacion de
Rodrigues para la MCD:

C! =exp(S(0,,)) =I+senbd, S0, )+ (1-cos6,,)S*(8,,) (3.26)
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Destacamos que, por definicion, el angulo vectorial 0, progresa en el sentido inverso al

ba
del operador matricial de cambio de coordenadas, es decir: mientras que 0,, denota el
angulo rotado desde la “terna inicial” {a} hasta la “terna final” {b}, C; opera sobre las
coordenadas en la “terna final” {b} para obtener las coordenadas en la “terna inicial”
{a}. También es posible expresar C; en funcion del angulo rotado 0, invirtiendo el
signo del argumento de la exponencial en la Ec. (3.26).

De la Ec. (3.24) se obtiene la siguiente relacion que permite calcular el dngulo de Euler
a partir de la MCD.

traza(Cj)—1

traza(C}) = traza(C?) =1+2cos0,, = cos(0,,)= >

(3.27)

Notar que la traza(C;) es so6lo funcion del modulo del angulo rotado y no de las
coordenadas del eje de rotacion. A partir de las Ecs. (3.26), reexpresadas como sigue:

CZ = exp(s(ebu ))
cos 0+ éi(l —cos0) éxéy(l —cos 6)—ézsen9 éxéz(l—cos 0)+ éysene
= ?x?y(l —cos0)+ ?Zsene ) cvos 0+ Gi (1- c?s 0) 8,6.(1- c?s 0) — 0 send
0,0.(1-cos6)—6,send 0 6.(1-cosO)+0 send  cosO+ 02(1—cos0)

(3.28)

surgen las siguientes relaciones que permiten calcular el eje de Euler a partir de la MCD
cuando senf,, #0:

= (C%(3,2)=C(2,3))/ 2senb, ;
(C(1,3)—C:(3,1)) / 2send, ; (3.29)
(C!(2,1)—C4(1,2))/ 2send,,

° 0
° ey
L] éz =
Si bien la Ec. (3.29) es indeterminada cuando senf,, =0, la Ec. (3.27) permite decidir

previamente si no hay rotacion alguna, en cuyo caso cos(0,,)=1<> C;=[ o bien si

cos(0,,)=-1y en tal caso las coordenadas del versor 0, se obtienen usando:

S G L I C L Y (3.30)
C(2,3) 6.° C3,1) 6.7 C(23) 8,

Cuando senf,, #0, las dos soluciones de la Ec. (3.27) de signo opuesto para 0, se
corresponden con dos soluciones de las Ecs. (3.29) con sentido opuesto para el eje de
Euler. Esto refleja el hecho de que una rotacion de un angulo ©,, alrededor de @, es

equivalente a una rotacion de un angulo —6,, alrededor de -0, .

De las Ecs. (3.24) a (3.30) y la Propiedad 2 se concluye que: es posible asociar a cada
MCD una rotacion uniforme alrededor de un eje invariante. En otros términos el
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resultado de cualquier rotacion equivale a una tnica rotacion descrita por un angulo
vectorial @ de modulo 6 y eje 0. Este resultado es clasicamente expresado por el:

Teorema de Euler
El resultado final de cualquier movimiento de un cuerpo rigido con un punto fijo es
indistinguible de una rotacién alrededor de un tnico eje invariante: el eje de Euler.

Entre las ventajas de la representacion del angulo vectorial de Euler destacamos la de
requerir el nimero minimo de parametros (las 3 componentes de 0, € R* o direccion y

modulo), ademads, su claro sentido geométrico resulta de interés en muchas aplicaciones.
Sin embargo, como veremos, no posee una regla sencilla de composicion. Ademas, la
falta de redundancia de sus parametros no permite supervisar errores numericos como
en el caso de la MCD o el cuaternion -que veremos mas adelante.

3.4.3 Composicion de rotaciones

El cambio en la orientacion de un cuerpo sometido a una secuencia de rotaciones no es
solo funcion de las rotaciones individuales, sino también del orden en que estas son
aplicadas. Matematicamente esto se enuncia diciendo que “el grupo de las rotaciones no
es conmutativo.”

Sean las ternas {a} {b}y {c} en E® ortonormales y positivas que comparten el origen O
ysean 0, e R’ y 0, € R* los angulos de Euler tales que

8, :{aj > {b; = C; =C(8,,) =exp(S(9,,))

X (3.31)
Denotamos la composicion de ambas rotaciones como
Oca = ch oebu (332)
es por definicion, el tnico vector angulo 0, € R’ tal que:
0, :{aj > iej = C=C(0,,)=exp(S(,,)) (3.33)
Pero ademas:
C:=C)C;=C(9,)=C(8,°0,)=C(0,)C(O,) (3.34)

Como se advierte facilmente de la ley de composicion (3.34), la no conmutatividad de
las rotaciones es una consecuencia directa de la no conmutatividad del producto
matricial (C;C’ = C'C}).

Usando, en primer lugar, el hecho de que la exponencial de una matriz preserva la
relacion de similitud, es decir: exp(TAI'™") =T exp(A)[, y luego la propiedad MCD3:
S(Ciu") = CiS(u")C”, a partir de la (3.34), luego de algunas manipulaciones, es posible
demostrar que:
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C(,,°9,,)=C,exp(S(8,,)) = exp(S(C,9,,))C, = C(C,0,,)C(8,,)

v ‘ (3.35)
=exp(S(8,,))C; = Clexp(S(C;9,,)) = C(8,,)C(C;9,,)

ba
A partir de lo cual se obtienen las expresiones equivalentes:

ch © eba = Czeba © ch = 9ba ° Czecb (336)

3.5 Espacio vectorial de las pequenas rotaciones

Veremos, que cuando las rotaciones son lo suficientemente pequefias, éstas no solo
conmutan, si no que ademas constituyen (son isomorfas con) un espacio vectorial.

Sea 60 = 500 un angulo vectorial pequefio con 60 e R™ y 0 versor de Para 60 — 0 es
posible escribir:

exp(S(50)) = I +S(50) + 0(56) (3.37)

Donde la matriz residual o(d€) es tal que*:

s,

im = 0 (3.38)

De este modo la Ec. (3.37) justifica la siguiente aproximacion de primer orden cuando
060 —0:

exp(S(50)) ~ [ +S(56) (3.39)

Sean a,f R tal que ¢=max(al, ﬂ|) y dos versores no necesariamente colineales

v, y v, . Consideremos la composicion de angulos pSv,cav, cuya MCD es por
definicion:

C(av,° pv,)=C(Bv,)C(av,) =exp(S(BV,)) exp(S(av,))
=[1+S(Bv,) +0(BII+S(av,)+o(a)] (3.40)
=I1+S(av,)+S(pv,)+o(e)=1+S(av,+ pv,)+0(¢)

De la ultima igualdad y la expresion (3.37) resulta trivialmente que para € - 0:
C(pv,cav,)~Clav,° pv,) ~Clav, + pv,) (3.41)

Lo que nos permite concluir que para angulos suficientemente pequefios la composicion
de rotaciones es conmutativa y se corresponde con la composicion vectorial de los
angulos involucrados.

* . . . . . . .
||M||2 indica la norma euclidiana inducida de la matriz M
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3.6 Diferencial de una MCD

Sean, como se indica en la Fig. 3.6, la terna de “partida” {a} y la de “llegada” {b},
distantes de un angulo vectorial 0,,, las ternas nominales de la transformacion de
coordenadas C; y sean {a} y {l;} posibles estimaciones de las ternas nominales,

separadas, respectivamente de las primeras, por pequefios angulos de "desalineamiento"
vectoriales §0, =0,, en la terna de "partida" y 89, = 0, en la terna de "llegada".

Figura 3.6: Ternas a, b con sus aproximaciones.

A partir de la Fig. 3.6, se tiene 0, =0, 00, -0 . Laley de composicion de rotaciones
(3.32)-(3.34) permite escribir:

Ci = CiCiC! = C(~38,)CiC(88,) (3.42)

Usando la (3.35) y (3.36), es posible demostrar las dos siguientes expresiones
equivalentes de la (3.42):

C} = C(-88,)C(C;36,)C; = C(36;,)C;
= CiC(—C!30,)C(30,) = C;C(36),)

ba

(3.43)

en las cuales, invocando la ley de composicion (3.34), se introdujeron las definiciones:
50" =50, (—C’80,) y 80 =C:50,0(—50 ). El mismo razonamiento que conduce a
las (3.43), permite demostrar que:

50 =C'50¢ (3.44)

de modo que se trata del mismo error angular vectorial expresado en ambas ternas de
coordenadas. Geométricamente, el error angular 60, es la composicion del error

angular en la terna de llegada con el error angular en la terna de partida cambiado de
signo. Notar la imposibilidad de distinguir las contribuciones independientes de los
desalineamientos 60, y 80, , respectivamente, en la terna de "partida" y en la terna de

"llegada", sobre 60, que por tanto es visto como el error en el dngulo vectorial 0,,
entre ambas ternas.

Conocido 60, =—-00,, 1la MCD nominal podra reconstruirse a partir de su estimacion
mediante cualquiera de las formas:
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C; =exp(S(360;,))C; = C; exp(S(30;,)) (3.45)

Para 80, <€, la Ec. (3.37) junto con las Ecs. Ecs. (3.43) a (3.45) permiten calcular la
variacion AC! = C} —C;’; segun las coordenadas en que esté expresada la diferencial
angular 60, :

AC; £ C; - C] =C;5(36.,) + o(¢) = S(80%,)C; +o0(c) (3.46)

a

Siempre que max(60,,00,)<e/2 y para ¢ suficientemente pequefio la propiedad de
espacio vectorial de las pequefias rotaciones permite afirmar que 80°, ~ C'80, —380, 6
00, ~ 060, —C;00, y ademas 80, <e. Asi, la parte lineal de la variacion en las (3.46)

para € — 0 establece las siguientes dos formas alternativas de la diferencial de una
MCD

SC! = CIS(80",) =C:S(50" —30,)

R (3.47)
5C £8(50°,)CY =S(50, —50)C"

3.7 Redefinicion de la velocidad angular: significado geométrico

b(t)

\eéb
o)ab - "
T b)) =b(t+Ar)

Figura 3.7: Rotacion relativa entre 2 ternas.

Retomamos la representacion de la velocidad angular entre dos ternas ortonormales
positivas con origen comun. De acuerdo con lo visto al final del parrafo anterior,
supondremos, sin pérdida de generalidad, que la terna {a} es fija y que la terna {b(?)}
rota diferenciablemente respecto de la primera a la velocidad angular @, (ver Fig. 3.7).
Sean: 0, (1) y C;(¢) el angulo y la MCD que vinculan ambas ternas en el instante ¢,
0. :{b®)}—> {b(t")} el angulo rotado por la terna {b(t)} entre ¢t y t+At y
Cy(t+An=C; ., =CZ(t)CZ$2) la. MCD que vincula ambas ternas en (+At
Consideramos la variacion:

0C; = Cy(t+ A1) = C(1) = Co(1)(Cy) — 1) = Ci(D)(exp(S(D,.,) — ) (3.48)

b(t")

Por la diferenciabilidad de la rotacion se tiene que At —>0=6,., — 0. Usando la (3.37)

calculamos el limite del cociente incremental:
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—~a . aCZ a . 9b+b . a 0b+h a
C; =lim ==t = C;8(lim =) = S(lim C; —2)C; (3.49)

De este modo, comparando con (3.20) se tiene que:

: e + a a
o, ()= lim—tb - o), (1)= Clo], (1) (3.50)

Lo cual nos dice que ® ,(¢) resulta ser la velocidad angular vectorial instantanea con
que la terna {b(t)} "se aleja" respecto de la terna de referencia {a}.

3.8 Rotaciones alrededor de los ejes coordenados: Angulos de Euler

Particularizamos ahora las expresiones (3.24) a (3.26) para el caso de rotaciones
alrededor de los ejes coordenados x, y, z (llamadas rotaciones elementales de Euler; ver
Fig. 3.8).

Z,

2 " Yo - 4
0
o Ya Ya Ya
Xa X,
Xa
C=C(~ge,) C,=C(~0e,) Co=C(~ve;)
1 0 0 cos@ 0 -—senb cosy seny O
0 cose sen@ 0 1 0 —seny cosy O
0 —senp cos@ sen 0 cosO 0 0 1

Figura 3.8: Angulos y rotaciones elementales de Euler.

Ejemplificamos con una rotacion positiva ¢ alrededor del eje x, descrita en coordenadas
como ¢,, = ¢e,. Calculamos primeramente los términos:

0 0 O 0 0 0 0 00
S(pe,)=|0 0 -o|; S’(pe)=|0 -9 0 |=—¢°|0 1 0; (3.51)
0 o O 0 0 -9 0 0 1

que substituimos en la Ec. (3.24) para obtener la matriz de transformacion de
coordenadas (MCD) operando en el mismo sentido que la rotacion:

1 0 0
C, =C(-9,,) =exp(S(-¢e,)) =| 0 cosp sen@ (3.52)
0 —sen@ cos@
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Con un procedimiento similar se obtienen las respectivas MCD asociadas a las otras
rotaciones elementales de Euler indicadas en la Fig. 3.8.

3.8.1 Relacion entre los angulos de Euler v 1a MCD

En la Fig. 3.9 se ejemplifica como una terna {b} de ejes x°, yb, 2", coincidente
inicialmente con la terna de referencia {a} de ejes x°, )", 7", resulta de la secuencia de
rotaciones elementales: (p@x")(0@y*)(y@z") (Iéase: una rotacion de un dngulo
alrededor del eje z, seguida de una rotacion de un angulo © alrededor del eje yb’,
seguida de una rotacion de un dngulo ¢ alrededor del eje x") equivalente a la
composicion de los angulos de R’: @,,.©0,., oy, = ¢e, o Oe, o ye,.

b oAy
=
y Ve =P
U
xb
] . b
b b
xa > gf’ ,,C,b' (Eb
4 4 4
a b a R 09 b= b”,
7=z v b v b
v o - v
. b
zb (I) z \Ilb'a eb" b (pbb“

Figura 3.9: Composicion de rotaciones elementales de Euler.

Componiendo matricialmente estas rotaciones se obtiene la MCD que transforma las
coordenadas entre ambas ternas en funcion de los angulos de Euler ¢, 0y y:

C, =C,.C; C; =C(~ge,)C(~0e,)C(-ye;) = Oy, © 0,y 0 Wy,
1 0 0 |[cos® 0 —senB || cosy seny 0

(3.53)
=|0 cosp senp|| O 1 O —seny cosy 0
0 —senp coso || sen® 0 cosO 0 0 1
cosBcosy cos Oseny —sen
CZ = | —cos@seny +senpsenfcosy cos@cosy +senpsendseny  sengcos O | (3.54)

sengseny +cos@senfcosy  —sen@cos\y + cosesendseny cos @ cos O

A partir de la (3.54), es facil constatar la validez de las aproximaciones (3.40) y (3.41)
aplicada reiteradamente para pequefios valores de w,0 y ¢, en efecto, para

max(y,0,90) > 0:

1 ¢y -0
C(@y 20y 0w, )=~y 1 ¢ [=1+¢S(e,)+6S(e,) +yS(e;) (3.55)
0 - 1
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De la Ec. (3.54) se obtienen, asimismo, las siguientes relaciones inversas que permiten
calcular los angulos de Euler a partir de la MCD para la secuencia elegida.

¢ =arctan(C’(2,3)/C’(3,3))
v = arctan(C’ (1,2)/ C’ (1,1)) (3.56)
0 = arcsen(—C’ (1,3))

La ultima de las Ecs. (3.56) establece una ambigiiedad para el valor de 6 que es
subsanada imponiendo -0 e(-m/2,m/2]. Sin embargo, cuando 0 — *m/2, las
expresiones para ¢ yy de las anteriores resultan indeterminadas. En efecto, para cada
uno de estos casos limites, la (3.54) se reescribe, respectivamente:

0 0 -1
0>~ :CZ = | sen@cosy —cos@seny cos@cosy +senpseny 0
2 sen@seny +cos@cosy cospseny —sengcosy 0
(3.57)
0 0 -1
=|sen(¢-y) cos(p—-y) 0
cos(p—y) —sen(p-y) 0
y analogamente:
[ 0 0 1
60— —g :C? = | —sencos\y —cos@seny  cos@cosy —sengseny 0
| sen@seny —cos@cosy  —cos@seny —sengcosy 0 (3.58)
0 0 -1
=| —sen(¢@+vy) cos(p+vy) O
| —cos(p+vy) —sen(p+y) 0

Por lo que, segln el caso, sélo sera posible determinar la suma o la diferencia de los
angulos @ yy . Geométricamente lo anterior es consecuencia de que una rotacion de
90° del angulo intermedio 0 hace que ¢ y y devengan rotaciones alrededor de un
mismo eje sumandose algebraicamente sus efectos. La indefinicion de ¢ y w,
resultante del pasaje de 0 por las singularidades £m/2 puede, sin ciertos recaudos,
provocar la perdida definitiva del seguimiento del primer par de angulos por parte de un

algoritmo de navegacion. Este fenomeno, observado inicialmente en plataformas
estabilizadas, es denominado blogueo de gimbal (gimbal lock en la literatura inglesa).

Wertz, (1988, pp. 417) demuestra que cualquier rotacion puede ser descompuesta en
una secuencia de, a lo sumo, 3 rotaciones elementales de Euler no colineales. Esto
equivale a afirmar que cualquier MCD puede expresarse como el producto de, a lo
sumo, tres rotaciones elementales no colineales. Dados 3 angulos de Euler o, 0, v es
necesario aun especificar la secuencia i-j-k de los ejes alrededor de los cuales son
aplicadas las rotaciones. Una misma rotacion resultante puede obtenerse usando
cualquier secuencia de ejes siempre que no haya dos ejes consecutivos iguales (Wertz,
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1988, Ap. E). Esto da lugar a 6 permutaciones con 3 ejes distintos (o de tipo I, tal como
la secuencia 3-2-1 en el ejemplo (3.53)-(3.56)) mas 6 secuencias con los ejes 1°y 3°
coincidentes (6 de tipo II). Asi, 12 secuencias diferentes pueden dar lugar a una misma
rotacion resultante (y por consiguiente a una misma MCD) por lo que esta
representacion solo resulta univoca una vez especificada la secuencia de ejes elegida.
Como el lector podra advertir, las secuencias de tipo I conducirdn siempre a
singularidades para un valor del angulo intermedio 6 = +n/2 (ver Egs. (3.56) a (3.58)).
En cambio, para las secuencias del tipo II en que i=k, la singularidad se presentara
cuando el angulo intermedio adopte el valor® = n© condicion, en este caso, para que
¢ y \y constituyan rotaciones superpuestas alrededor de un mismo eje de la terna de

referencia. Las ambigiiedades de este caso son evitadas imponiendo 0 € (0, xt].

Su claro significado geométrico ha asegurado a esta parametrizacion una amplia
difusion en aplicaciones tanto aeronduticas, maritimas como espaciales. Con el ¢je y
angulo de Euler esta representacion comparte la ventaja de no poseer parametros
redundantes (dada la secuencia de ejes) aunque también la desventaja de una compleja
regla de composicion.

3.8.2 Ecuacion cinematica de los angulos de Euler

Como vimos, la triada de angulos de Euler son rotaciones aplicadas en una dada
secuencia alrededor de ejes preestablecidos de una terna {b} en rotacion respecto de
otra terna {a}. A continuacion ilustramos el procedimiento para formular las ecuaciones
cinematicas para el caso desarrollado en el parrafo anterior, es decir, para la secuencia:
(p@x)(8@y°)(w@Qz). El lector podra extender el procedimiento a otras secuencias de
rotaciones. Si la rotacion fuese solamente, por ejemplo, alrededor de los ejes z 6 x” la

velocidad angular ®,, entre las ternas seria, respectivamente: ®, =\yz 60 ®, = ¢x".

Cuando el cambio ocurre simultdneamente en los tres angulos, la velocidad angular
entre ambas ternas es la composicion vectorial de las velocidades angulares en cada eje.
Expresada en coordenadas de {b} dicha velocidad angular resulta.

@, =¢p(x") +6(y) +yr(z) (3.59)

Teniendo en cuenta la composicion de MCD de la Ec. (3.53) y la Fig. 3.9, se determinan
las coordenadas de @, del siguiente modo:

wl;b :(‘P(xu)b_,’_e(yv)b +\sz :(i)xb +Gcll)7yyb'+\|~lc¢ll)za

1] 1o ol [1 0 —sin® || ¢ ¢
®,=p| 0 [+0CLCy | 1 [+yC"| 0 |=| 0 cose sinpcosO || O =M, (9,0)| 6 (3.60)
0 0 1| |0—singcospcosO || V]

En la segunda de las (3.60) se usaron las relaciones: x’=¢; y”=e,; z=¢,, donde e;es la

1-ésima columna de la matriz identidad /5. La Matriz M3,; convierte las derivadas de los
angulos de Euler para la secuencia elegida (321) en la velocidad angular. Finalmente, la
ecuacion cinematica de los angulos de Euler se escribe a partir de la Ec. (3.60),
mediante:
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¢ 1 senptan® cosdtan®
0 |=M,,,(9,0)@,={0 coso seng |, (3.61)
] 0senp/cosB cosp/cosO

Ese importante destacar que las ecuaciones anteriores resultan singulares en el pasaje de
0 por 6=tm/2. Como se mostrd en el parrafo anterior esta singularidad esta asociada a
la abrupta indistinguibilidad entre los angulos ¢ y y y a la consiguiente indefinicién
de sus valores. Este hecho constituye una seria limitacion para el uso de esta

parametrizaciéon en la integracion numérica de las ecuaciones cinematicas de la
orientacion.

3.9 Parametros simétricos de Euler o cuaterniones

Dada una rotacién 0,,:{a} — {b} con componentes del eje 0, (en cualquiera de
ambas ternas): éx =cosa., éz =cosy, éy =cosp (ver Fig. 3.10); definimos el

.7 . * . 4
cuaternién q; =q(0,,) € R* y su conjugado q; asociados a la rotacién como:

Figura 3.10: Representacion del eje de Euler.

. REKH 0, sin(6,,/2)
qb = q(eba) = |:_ab_:| = |:_b _____ li___

b4

(3.62)

Donde: 6,, =||9ba ; ¢,,=cos(0,, /2)eR es la “parte escalar” del cuaternion y

G, =sin(0,, /2)8, R’ la “parte vectorial”. También es usual la siguiente notacion

[vector, escalar]: q; =[G;,q,.], 45 =d=[q, ¢, ¢;]

De la definicion surge claramente que el cuaternion tiene norma unitaria, es decir:
2
‘ b|| A BT b

qa £q.'q)=q] +q;+q;+q;=1.
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3.9.1 Dos cuaterniones para una misma rotacion

Dado un versor de direccion arbitraria @ en R® (ver Fig. 3.11), consideramos los
angulos vectoriales: 06=60 y 0'=0'—6) con 0'=(27—-06). Claramente,

0e [0,27[) =0'c [0,27r) y ambos angulos representan la misma rotacion.

q

Misma
rotacion

—_—

Equivalentes sobre
la esfera unitaria

_q‘\_/

al e '= _
(27 - 6)(-8)
Figura 3.11: Dos cuaterniones para una rotacion.

Ahora bien, a partir de la definicion (3.62) el cuaternion q'(0") asociado a la rotacion
0' resulta ser:

40" = {(:_"_)_Sifl(_”_t_e_/?)] _ {:951“_(?_/_22} __q(0) (3.63)

Con lo cual, en la esfera de los cuaterniones unitarios cada cuaternion es equivalente a
su simétrico respecto del origen. La ambigiiedad debida a la no-unicidad de la
representacion de las rotaciones mediante cuaterniones se evita limitando las rotaciones

posibles al rango [—7[,77). Esto se logra evitando el cruce por cero de la componente

escalar: g, =cos(0/2).

3.9.2 Relacion entre cuaterniones y MCD
Usando las definiciones anteriores y las siguientes relaciones trigonométricas:

sin(9)=25in%cosy; 1—c0s9=25in2%;

de las expresiones (3.26) surgen las siguientes expresiones que permiten calcular la
MCD en funcién del cuaternion o su conjugado asociado a una misma rotacion entre

ternas: C,(q;)

C(q)=1+2¢,S(@)+28*(q)

) i L (3.64)
C(q)=1-2¢,5(9)+2S°(q)

Sustituyendo en las anteriores las definiciones (3.62) y desarrollando (o bien usando
directamente la (3.28)) se obtienen, respectivamente, las expresiones de la MCD en
funcién de las componentes del cuaternion o su conjugado:
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G+ -4:-0 204,-9:4,) 2(419:+9,9,)
C(Q)=| 20,9, +9:9:) % +% - -9 2(9,95-9,9,) (3.65)
29,95-9,9.) 29,95+ 94,) 43 +45-9; -4

Gra -4 2a49,+9:9,) 2(9,95-9,9,)
Ca)=| 29.9,-9:9,) 4G+%-9;-9; 2(q,95+9,9,)
20,95+ 9,9,) 2(0,85-9.9,) 9+ -4; - 4>

(3.66)

Inversamente, los componentes del cuaternion: ¢, g, pueden calcularse en funciéon de
la MCD usando:

1
traza(C) = traza(C) =3q; —q} —q2 —¢; = 4q; —1=>¢q, = J_rg(tmza(C) +1)"* (3.67)

1
C"-C=49SG)=8G)=+———[C"-C] 3.68
q4 (Q) (Q) 2(1+t}"azac)l/2 ( )

La ambigiiedad de signo en las Ecs. (3.67) y (3.68) es solo aparente ya que como es
posible ver de las (3.65) y (3.66) un cambio de signo en todas las componentes del
cuaternion produce la misma MCD y por tanto la misma rotacion.

3.9.3 Representacién hipercompleja y dlgebra de cuaterniones

Algunas propiedades importantes de la representacion de las rotaciones mediante
cuaterniones surgen de la formulacion hipercompleja introducida originalmente por W.
Hamilton en 1866 y retomada mas tarde por Whittaker en 1944:

* A

A= qi+q,j+q:k+q: Q4 =-qi-q,j—q:k+q, (3.69)
Bajo las reglas de multiplicacion:
ij = k (ciclicidad); ji = —k (anticiclicidad) ; ii = —1(antinormalidad) (3.70)

Se define el producto o composicion de dos cuaterniones r y q como:

S=rq=s/i+s,j+Ssk+s,
=(ni+nj+rk+r)qi+q,j+q;k+q,)
=i(r,q, —nq, +nq; +1q9,) + j(nq, + 1,9, —1q; + 1,q,)
+k(=nq, +1q, +rq; +1,q,) —(nq, + 1q, + 1,4;) + 1,4,

(3.71)

Lo que en notacion matricial resulta:
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[
Iy —hL h ! nila
7, r, -nl!rllgq
3 4 172 2
rq = ! (3.72)
IRENN N A )
—h Th Th : Ty || 44

Claramente, el producto (3.71) 6 (3.72) no es conmutativo es decir: rq # qr . Por otra
parte, es  facil  verificar  que: (rq)’ =qr y ademas, que:
qq =0i+0j+0k+q +q; +q; +q,. Por ltimo es facil comprobar que el elemento
unitario del producto (3.71) es: q,= 0i+ 0j+ Ok+1. Utilizando la notacién [vector,

escalar] introducida después de la Ec. (3.62), el producto (3.71) o (3.72) se reescribe a
su vez como:

L s rI+S@E) | F [ § L -
rq=[r, 7,1[q, ¢,] == _':IF""'_[ }=[”4Q+q4l‘+l‘xqa g, —r+q] (3.73)

|
r | 7 q,

3.9.4 Transformacion de vectores de R3 mediante cuaterniones

Sean: una rotacion 0,, :{a} — {b}, un vector veR3 expresado en componentes de la
terna {a} y el cuaternion q(0,,)=[q, g,], definido en la Ec. (3.62). Definimos la

. R A . . . .
“cuaternizacion” de v*: vy =[v®, 0] vy, aplicando las reglas introducidas arriba,
calculamos el producto:

cfad+S@ L a v L. [gv HS@ve |
bva b P s b =|-——————=—= b
4.V, () R 0_(qa) i (q,)

[ {:giv_‘:;_g@yi‘j :ﬂ_e;g@i_@}{:giv_‘:;_s_gﬁzy"_D* -
—q-v -4 g, —Gv

Si en la anterior se usan la identidad matricial (que el lector podra verificar):
5‘2((1)+||(1||2 I=qq’, junto con las relaciones Hq,‘j”z =1 y (3.64), se obtiene la regla de

transformacion de coordenadas mediante cuaterniones.

gty < | (H2aS@ 28 @) | [eiapv] [V
4aVe o) = | =mmmmmmmmgmm e 0 o ¢ (3.75)

b_a

b b
= qua = qavq
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Consideremos ahora las ternas {a}, {b} y {¢}. Los angulos vectoriales 0 ,/0, /0, se

corresponden, respectivamente, con las rotaciones “desde” las ternas {b}/{c}/{c}
“hacia” las ternas {a}/{b}/{a}. Usando la definicion (3.62) establecemos los
respectivos cuaterniones:

. Bbsme /2 . 0, sin, /2 . 0, sin0, /2 376
9= cosf,, /2 > %= cos@ /2 > L= (3.76)

Sean ahora v, VZ, v, las cuaternizaciones de las representaciones en coordenadas de un

dado vector v segun las ternas arriba indicadas. Usando sucesivamente la regla (3.75),
se tiene:

b

_an (qa) c a % oNE c a oNE
qc : =V, =q;q,v,(d;) (a5) =459, 5 (q59;)" = q; v (q;) 3.77)
Vq _q v (qb)

Por lo que resulta que el producto obtenido a partir de la representacion hipercompleja
(3.71), (3.72) y (3.73) da la regla de composicion de cuaterniones compatible con la
transformacion encadenada de coordenadas. Es decir:

qg = ngz = q(eac) = q(ebc )q(eab) (378)

Interesa destacar que la anterior define la misma ley de composicion entre angulos
vectoriales (3.34) por lo cual resulta:

C:(q))=C;(q;)C.(qy) (3.79)

Lo que por otra parte puede verificarse directamente usando las definiciones (3.65) o
(3.66).

3.9.5 Relacion entre cuaterniones y angulos de Euler

Consideramos ahora los cuaterniones asociados a las rotaciones elementales de Euler:
0
q,(0) = q(Oe, ) sm2 cos— [q(@) q4(6)] 2,3 (3.80)

Donde los angulos vectoriales e, ; i=1,2,3 representan rotaciones elementales positivas

alrededor, respectivamente, de los ejes coordenados x, y, z. Si el pasaje de la terna {a}
a la {b} corresponde a una secuencia de rotaciones elementales de Euler tal que:
{b}={dpQex"’}{0Qy’} {wQz}{a} como en la Ec. (3.53), de acuerdo con la regla de
composicion (3.78).

q; = q,($)q,(0)q;(v)
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Una vez mas la notacion hipercompleja nos facilita el calculo de estas composiciones
elementales. En efecto partiendo de la definicion de productos hipercomplejos (3.71),
el cuaternion resultante en notacion se obtiene segun:

¢ ¢

q’ = q,($)a,(0)q;(y) = (i sin > +c0s- v

.. 0 0 Ly
-jsin—+cos—)(-k sin — + cos—
) 5 2)( 5 2)

=i -singcosicosg+sinisingcosg +J -singcosicosé—sinlcosgsing +(3'81)
2 2 2 2 2 2 2 2 2 2 2 2

+k -sinicosgcosg+c0s£singsin9 + cosicosgcosg+sinisin9sing
2 2 2 2 2 2 2 2 2 2 2 2

Los cuaterniones ofrecen una parametrizacion muy eficaz de la orientacion debido que
solo tienen un parametro redundante comparado con 6 de las MCD lo que se refleja en
importantes ventajas computacionales mientras que comparten con las MCD una ley
sencilla de composicion. Esta tltima propiedad los hace preferibles en ciertos casos a
otras parametrizaciones como los dngulos de Euler o el dngulo vectorial de rotacion
(eje y angulo de Euler) que, aunque sin parametros redundantes no poseen una ley de
composicion sencilla. Otra ventaja respecto de estas ultimas parametrizaciones es la de
no presentar singularidades o ambigiiedades para ningiin valor de sus pardmetros que
deba resolverse con informacion suplementaria. Cabe sin embargo sefialar como
desventaja cierta dificultad para interpretar geométricamente el sentido de sus
parametros.

3.9.6 Diferencial v ecuacion cinematica del cuaternion

Tal como para la MCD, consideramos: dos ternas {a} y {b} distantes de un angulo
vectorial 0, ; dos ternas {a } y {B } separadas de las primeras, respectivamente, por los
pequefios angulos vectoriales 58, y 80, (ver Fig. 3.6) y definimos: &= max(56,,56,) .

De la definicion (3.62) y el desarrollo de 1° orden de las funciones seno y coseno,
resultan las siguientes expresiones para los cuaterniones cuasi- identidades:

80, | (1450 1450
q) = _1_:_1/“66; +o(g) = —/QI—E +o(g) = —/2(—)—3 +q, +o0(e);
i 47 - (3.82)
.| )49, [ 1450 14 50
q, = _1_:_12_8;95_ Jro(s)z_——gl——i +o(g)=— —/2(—)—1 +q, +o(g)

Donde se uso la definicion del cuaternion identidad: q, = [OT } 1]T . Considerando ahora

los cuaterniones cercanos (;(0,,) y qZ: 0,)= qiqug , evaluamos la diferencia:

Aq; £q;-qi =q; -q.q;q;, (3.83)

Substituyendo las (3.82), la anterior puede rescribirse como:
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s [958, 36,
Aq; = %{—6—}12 -4 {—5—} +o(e)

(3.84)
I Feb 50, } 1{86;8%}
——q| %= = |+o(e)==|—-*=—- = |q; +o(¢)

2 0 2

Donde las 2* y 3% igualdades se obtienen usando la segunda de las Ecs. (3.75) y
factorizando luego (; a derecha o izquierda segiin corresponda. Reutilizamos aqui los
pequefios angulos 80°, ~C'80, —380, y 80°, ~ C:0’, (introducidos en las Ecs. (3.46))
para escribir la parte lineal de diferencia (3.83) 6 (3.84) con lo que resultan las dos

formas alternativas de la diferencial del cuaternién que se corresponden con las (3.47)
para la MCD.

seb
3q;(50") = /q{—-—}

o (3.85)
3q;(50") = /{—--}q:

Para establecer las ecuaciones cinematicas del cuaternion, nos referimos nuevamente a
la Fig. 3.7 y las magnitudes alli definidas con 6., : {b(#)} — {b(z")} el angulo recorrido
por la terna {b(t)} en rotaciéon diferenciable entre ¢ y t+At lo que implica que
At—>0=> HG

b(1)

qb(, = qb(t)qb(

Consideramos ~ la  variaciéon  Oq; =q,,. —q,, con

evaluamos los siguientes limites de cociente incremental:

a

q, = AltIEO A qb _) (qh(t -q,) = _qb At—>0 At |= 5 qb 0
0 (3.86)

-a_l (’OZb(t) a
qh_2|: 0 :|qb

Donde, la ultima igualdad resulta de la expresion para la velocidad angular vectorial
instantinea dada por las Ecs. (3.50) (nétese que el angulo O, tiene el mismo sentido

positivo de rotacion que ® ,(z)). Las Ecs. diferenciales (3.86) describen la evolucion

ab

temporal del cuaternion q;, funcion de la rotacion “acumulada” 0,, desde la terna {a}

hacia la terna {b} en el instante t. La funcion forzante es la velocidad angular o, (¢) de
la terna {b} respecto de {a}.

Usando la propiedad del conjugado de una composicion de cuaterniones, de la Ec.
(3.86) se obtiene la ecuacion diferencial para q° =q(0,,).
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vy L0, * o1y, |,
b _ 1O, _ 2| O 3.87
(a,) =q, 5 o 4 =7 0 q, (3.87)

Notar que la inversion del signo de la velocidad angular es consistente con el cambio de
sentido de la rotacién de 0,, a 0 ,. Intercambiando los indices se obtienen las distintas

versiones de las ecuaciones cinematicas del cuaternion correspondientes a las Ecs.
(3.20) para la MCD segun sea el sistema de coordenadas al que esté referida la
velocidad angular entre las ternas.

sa 1 []Zb a - b 1 0‘)2{1 b
= — - = —
q, 2|: 0 :|Qb q, 2|: 0 q,

sa 1 a [sz - b 1 b []Za
qb 2qb|: 0 :| qa 2qa 0

3.10 Cinematica del angulo vectorial de rotacion: Ecuacion del “coneo”

(3.88)

Como vimos, el angulo vectorial instantaneo entre dos ternas que giran relativamente
queda asociado ya sea a la MCD mediante la Ec. (3.24) o al cuaternion definido por las
Ecs. (3.62). Esto ofrece al menos dos vias para formular una ecuacion diferencial para
0,,(t): a) el desarrollo empleado por Bortz (1971) que consiste en reemplazar la (3.24)

en cualquiera de las (3.20), o b) reemplazar la (3.62) en cualquiera de las (3.88)
siguiendo a Savage (1997, 3.3.1 parte I ). Los pasos algebraicos resultan un poco mas
sencillos en el segundo caso por lo que elegiremos ese camino para nuestro desarrollo.
Tomamos por caso la tltima de las Ecs. (3.88) rescrita usando la expresion del producto
(3.73) segun la notacién [vector, escalar]:

q = l[ﬂﬂ sineﬂ,cos%} [mibao}

20 2 (3.89)
- %[cos%mzb + ésin O, 0, xa',, — isin O, 0, ]
Para simplificar la notacion durante el desarrollo denotamos:
o=0,;0=0,;q=q;;0=]0| (3.90)
e introducimos las siguientes funciones y sus derivadas:
1= cosg; £ é%sing (3.91)
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=——bsin— =——00/,;
f;= =3 6sin =~ o8y,

. ) 3.92
f—lcos%é—sm%é—ﬁ i—l (3.92)
2 0 0’ 0|2/,

Substituyendo las Ecs. (3.91) y (3.92) en la Ec. (3.89) se obtiene:

.1 1

ng[fzﬁ,fl][u),O]=5[f20><w+f1m,—f29-u)] (3.93)
Mientras que por otra parte derivando el cuaternion respecto del tiempo resulta:

o d . .

q:E[fzﬁ,f]]:[sz+f29,fl] (3.94)

Igualando las partes escalar y vectorial de las (3.93) y (3.94) surgen las igualdades:

i :—%e(af2 :—%fzﬂ-m:(}é:ﬂ-m:g:éﬂ-m:fz :Q(i—lje.m (3.95)

' v~ L(rox YIRS I B (R P
f29+f29—2(f29 o+ f0)=0 2f2m+20 o ez(zfz 1}(0 ®)0 (3.96)

De la Ec. (3.96) surge la ecuacion de estado para el vector 0 después de sustituir las
definiciones de f; y f,.. Finalmente, usando las identidades:

—cos(0)

U-v)u=ux(uxv Y =1
(u-v)u—u (u v)+u v, tan(0/ 2) Sin(6) (3.97)

A partir de la (3.96) y retomando la notacion original se obtiene la ecuacion diferencial
nolineal para el angulo de rotacion 0,, siguiente:

__6,,sin0,,

0,,%(0,, x o, ); 0,,(,,)=0;, (3.98
2(1—cose,m)] ba (b“ ab) pa(8,) =0,  (3.98)

Cuando se substituye la solucion de (3.98) en la Ec. (3.24) y en las Ecs. (3.62) se
obtienen, respectivamente, las soluciones para 7>f, de la ecuacion cinematica de la

MCD (3.18) y la correspondiente del cuaternion (3.88), de este modo, usando las (3.24)
y (3.62) se tiene:
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HOE _ 4 5000 (A=cosb, D) g
C; (1) = exp(8,, (1) =1+ 00 S(8,, (1) + o ) S%(0,. (1)
0, () sin 0,1 599)
a 0,, () 2
q, ()= ______9 ______
cog D@
2

De (3.98) se observa que solo si 0, (f) se mantiene paralela a ®’,(¢) resulta ser

0, = o’,. En este caso las rotaciones (alrededor de un eje invariante) son conmutativas,
es decir no dependen del orden en que son ejecutadas. La composicion no conmutativa
de dos angulos de rotacion no paralelos, ej.: 0, seguido de 0,, puede obtenerse

mediante el artificio de hacer 0(¢,) =0, en la (3.98), expresar a 0, =®7 como una

rotacion uniforme con velocidad angular constante durante un tiempo T y hallar la
solucion de la solucidon de la Ec. diferencial (3.98) en t=T. Geométricamente, la no
conmutatividad de las rotaciones es consecuencia de los dos ltimos términos de la
(3.98):

. 1 b 1 0, sin0
6(1)==0, xo', +—|1-—2"— "t 19 x(0, xo 3.100
( ) 2 ba ab e[zm ( 2(1 —Ccos eha )j ba ( ba ab) ( )

que resulta de la interaccion entre el angulo de rotacion y la velocidad angular. Notar
que G es ortogonal a 0, (¢) por lo cual, cuando & # 0, genera en 0,, una componente

ortogonal a 0,,(¢) que provoca la rotacion de éste ultimo vector.

La Ec. (3.98), introducida por Laning en 1949, recibe en la literatura el nombre de
ecuacion de “coneo” motivado por el movimiento de precesion, por ejemplo de un
trompo, cuyo eje de rotacion parece rotar alrededor de otro eje invariante generalmente
vertical del piso. Esta ecuacion fue utilizada por primera vez en navegacion por Bortz
(1971) en un algoritmo de alta velocidad para la integracion de la orientacion y, como
veremos en el Capitulo 7, constituye la base del calculo de la orientacion de los
algoritmos strapdown modernos.
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Capitulo 4
Geometria de la Tierra,
Ternas de Referencia y Gravedad

El propdsito de un sistema de navegacion es proveer en todo instante la posicion,
velocidad y orientacion de un vehiculo con referencia a uno o mas sistemas de
coordenadas de interés para la aplicacion especifica. En las aplicaciones en un entorno
cercano a la Tierra, ésta ultima es una referencia obligada para los sistemas de
navegacion. Distinguimos dos tipos de ternas de referencia o ternas de navegacion
vinculadas a nuestro planeta: a) Ternas centrales cuyo origen esta en el centro de la
Tierra y su orientacion es independiente de la posicion del vehiculo y b) Ternas locales
cuya orientacion y/u origen dependen de la posicion del vehiculo. Para referir la
posicion y orientacion del vehiculo respecto de la terna de navegacion, conviene definir
la terna del cuerpo con origen a bordo del vehiculo asociada a algiin punto de interés
del mismo, por ejemplo: su centro de gravedad, la unidad de mediciones inerciales
(UMI) o algun otro instrumento transportado como, sensores remotos, antena GPS, etc.

Dado que las ecuaciones de la mecanica se enuncian de modo diferente segun estén o no
referidas a un sistema inercial, resulta necesario, ademas, distinguir las ternas inerciales
de las que no lo son. Las primeras, idealmente “animadas de un movimiento lineal
uniforme” o bien “fijas respecto de las estrellas”, son aquellas que, al menos desde un
punto de vista practico, verifican las leyes de Newton en su forma mas simple.
Contrariamente, las ternas no inerciales son solidarias a un objeto en rotaciéon o en
movimiento no uniforme (como la Tierra o el mismo vehiculo).

En la mayoria de las aplicaciones (excepto en vehiculos extraplanetarios) la Tierra es el
mayor objeto masivo cercano al vehiculo y, por consiguiente, determina la componente
mas importante del campo gravitacional que lo afecta (en general los efectos de la Luna
y del Sol pueden despreciarse en vehiculos terrestres o atmosféricos pero no siempre en
aplicaciones satelitales). Las fuerzas gravitacionales compuestas con las no
gravitacionales, que impulsan o sustentan al vehiculo, determinan su aceleracion
instantanea y, por consiguiente, su trayectoria. Por lo tanto, dado que no es posible
medir directamente la aceleracion gravitacional a bordo de un vehiculo (ver Capitulo 2),
los algoritmos de navegacion incorporan un modelo matematico de la gravitacion que
les permite calcular la aceleracion instantanea resultante.

Como veremos, la descripcion gravitacional de la Tierra esta intimamente relacionada
con su forma, la cual, a su vez, resulta crucial tanto para la definicion de las ternas de
referencia como para la determinacion de las transformaciones de coordenadas que las
vinculan.

Son objeto de este Capitulo, algunos principios basicos de geodesia y gravitacion que

atafien a la navegacion en la vecindad de la Tierra, asi como la descripcion de las
principales ternas de referencia utilizadas en la practica.
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4.1 Geometria de la Tierra

Siendo el objeto de la Geodesia el estudio de la forma terrestre, esta ciencia ofrece
principios y resultados fundamentales para los fines de este Capitulo. Tal vez el primer
concepto que es dado introducir para describir la forma terrestre es el de “superficie
equipotencial”, entendiéndose por tal a toda superficie sobre la cual un nivel de burbuja
hipotético mantendria su indicacion invariante. Las superficies equipotenciales son
cerradas sobre si mismas y encastradas como las capas de una cebolla, cada una
conteniendo al centro de masa de la Tierra. Estas superficies pueden estar parcialmente
(o aun totalmente) debajo de la superficie terrestre. En el ultimo caso, su geometria
quedara determinada tanto por la fuerza gravitacional ejercida por la masa terrestre
encerrada por la superficie equipotencial como por la que ejerce la porcion de masa
terrestre al exterior de la misma. De ser despreciables los efectos atmosféricos
(distribucion no uniforme de la presion atmosférica, presion del viento sobre su
superficie, etc.) la superficie de un liquido en reposo sobre la Tierra constituye una
porcion de superficie equipotencial. Debera notarse que, ain en ausencia de efectos
atmosféricos, la superficie de un liquido en reposo no estd determinada solamente por la
fuerza gravitacional (principalmente terrestre pero también solar y lunar) sino también
por la fuerza centrifuga originada por la rotacion terrestre. Lo anterior justifica
distinguir entre aceleracion gravitacional aparente, que llamaremos gravedad, y la
aceleracion gravitacional a secas, que llamaremos gravitacion. La primera corresponde
al vector gradiente del potencial gravitacional combinado con la centrifuga debida a la
rotacion terrestre, mientras la segunda es, exclusivamente, el gradiente del potencial
gravitacional. Claramente, la gravedad es en todo punto ortogonal a las superficies
equipotenciales introducidas mas arriba y co-lineal con la linea de la plomada local.

4.1.1 El Geoide v Otras Superficies de Referencia

Se define al Geoide terrestre como: La superficie equipotencial del campo de gravedad
terrestre que mejor aproxima al nivel medio de los océanos en el sentido de los minimos
cuadrados. El Geoide ha sido usado tradicionalmente como referencia global para medir
alturas.

Las perturbaciones gravitacionales debidas a la Luna y al Sol producen movimientos
periddicos sensibles tanto en la corteza terrestre (mareas solidas) como en las masas
oceanicas a los que se suman los movimientos debidos a fuerzas tectonicas. En
consecuencia, tanto la gravedad local como las superficies equipotenciales y la
superficie del océano varian con el tiempo, de modo que, en rigor, la definicion anterior
de Geoide solo tiene sentido en un instante dado. Lo usual es entonces considerar
superficies equipotenciales promediadas en un periodo de tiempo. En particular el
Geoide es una superficie promediada sobre los ciclos de las mareas. Atin asi, el Geoide
promedio varia con el tiempo en funcion de cambios lentos en la distribucion de masas
en la Tierra producidos, entre otras, por fuerzas tectonicas. Hechas estas salvedades,
cuando se habla de la forma de la Tierra en realidad se alude a la forma del Geoide,
principalmente debido a su casi superposicion con la superficie oceanica que cubre gran
parte del planeta.

Lo irregular de la forma del Geoide y su compleja descripcion matematica dificulta, sin
embargo, su uso como superficie de referencia en problemas de navegacion.
Afortunadamente, el Geoide se asemeja a un elipsoide achatado en los polos con una
descripcion matematica relativamente sencilla. Esto motivo al Comité de Desarrollo del
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World Geodetic System a adoptar en 1984 como superficie de referencia un elipsoide
geocéntrico de revolucion alrededor del eje de los polos terrestres con su didmetro
mayor en el plano ecuatorial y su diametro menor en el eje de rotacion nominal.
Sucesivas mejoras a este sistema introducidas mas tarde concluyeron finalmente en el
actual Elipsoide WGS 84 definido por la National Imagery and Mapping Agency
(NIMA) que describimos mas adelante y llamaremos en lo sucesivo e/ elipsoide normal.
La excelente aproximacion del Geoide por el elipsoide normal se traduce en diferencias
de alturas entre ambos inferiores a los 100m en todo el planeta! Cabe destacar que el
sistema WGS84 sirve actualmente como referencia para el sistema GPS y otros sistemas
satelitales de navegacion global (GNSS: Global Navigation Satellite System) a los que
nos referiremos en los Capitulos 8 y 9.

Figura 4.1: Superficies equipotenciales (e, €5, €, v €,) v alturas relativas.

En la Fig. 4.1 se indican: la proyeccion S sobre el elipsoide normal del punto genérico P
segun la vertical geodésica; la altura geodésica h de P sobre el elipsoide normal; la
ondulacion o altura del Geoide sobre el elipsoide en un punto Q y la altura ortométrica

de P sobre el Geoide dada por la longitud de la curva @ , colineal en todo punto a la
direccion de la plomada.

1

Ejes del -]
elipsoide

Centro de
masa de la
Tierra

Figura 4.2: Cuadrante de meridiano terrestre y definiciones de latitud.
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En el cuadrante de meridiano representado en la Fig. 4.2 se comparan la superficie
terrestre (y sub-oceanica) con el Geoide y el elipsoide normal. Se indican la superficie
equipotencial que pasa por el punto P, la linea normal al elipsoide o vertical geodésica y
la direccion del vector gravedad o direccion de la plomada. Los dngulos ©,, @, y ©,
indicados en la figura, se denominan, respectivamente, latitud astronomica, latitud
geocéntrica y latitud geodésica.

4.1.2 Geometria del Elipsoide Normal

Como se menciond anteriormente, el elipsoide normal es un elipsoide de revolucion
geocéntrico con radio mayor a sobre el plano ecuatorial y radio menor b entre el centro
de masa de la Tierra O y el Polo Convencional Terrestre (CTP)*. El vector O-CTP fue
adoptado por el Bureau International de [’heure (BIH) como eje nominal inercial de
rotacion terrestre fijo en el espacio inercial ("respeto de las estrellas"). El plano
meridiano de referencia del Elipsoide es el meridiano cero de la hora terrestre
(meridiano BIH 0°) y pasa a unos 100mts al Este del meridiano de Greenwich. El corte
del elipsoide segtn el meridiano BIH 0° corresponde a una elipse como la indicada en la
parte inferior de la Fig. 4.3. Las ecuaciones en coordenadas cartesianas del elipsoide y
de la elipse para y=0 son, respectivamente:

Elipsoide: S, = {x,y,z; (P +y)/a*+2° /b = 1}

4.1
Elipse: EOE{(x,y,Z)eSO;yzo}:>x2/a2+z2/b2:1

Ambos objetos geométricos son usualmente caracterizados mediante los valores de a y

del achatamiento: f=(a—b)/a. En ocasiones convendra utilizar en lugar de f la

excentricidad: €=.\/(a’-b")/a (6 € = f(2—f)). La Tabla 4.1 del Parrafo 4.4.1
consigna los valores normales para el elipsoide terrestre.

El punto P de la Fig. 4.3 representa la posicion de un vehiculo hipotético y el punto S su
proyeccion normal sobre el elipsoide. De la expresion de la tangente a la elipse (4.1) en
el punto S y de la definicion de la latitud geodésica @ surge la siguiente relacion entre
esta ultima y las coordenadas de S:

2
D e(—g,g)z _?: ZSZZ =tan ®
2% (4.2)
@:ig:xszo, z,=%b

Combinando la anterior con la ecuacion (4.1) se obtiene la ecuacion de la elipse
parametrizada por ®:

" Direccion astronémica media del polo terrestre entre 19001905, fija inercialmente.
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‘= acos®
S =

1-g’sen’®)”

( p " Lot (4.3)
. _ b(1-¢")sen®d 2°2

* T (1-g’sen’®)”

Las ecuaciones paramétricas (4.3) permiten, a su vez, relacionar las latitudes ® y @,
sobre el elipsoide (ver Fig. 4.3) mediante la ecuacion (notar el rol de la excentricidad €):

®e (—%,%) = tan(®, (5)) = )ZC— = (1- &%) tan(D(S))

(4.4)
O =p=+"
2
Z

bl N\

- — L ] a~ ~ y

a Ll

A
X ‘ 7z P

Figura 4.3: Geometria del elipsoide normal.
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En los Capitulos siguientes necesitaremos conocer los radios de curvatura segin las
direcciones del paralelo y del meridiano locales en funcion de la latitud @ de cada punto
del elipsoide de referencia. Introducimos primeramente el Radio normal R, (ver Fig.
4.3):

A XS _ a
k(@)= cos(®)  (1—g&’sin® (D))" (43)

El Radio de curvatura paralelo, Ry(®,h), corresponde a la distancia del punto P al eje z
y se determina en funcion de la altura geodésica 4 y la latitud ®@ usando la definicién
(4.5) y la primera de las Ecs. (4.3), segun:

R, (®,h) = x,(®) + hcos(®) = (R, (D) + h) cos(D) (4.6)

Del mismo modo, la coordenada z, del punto S se calcula a partir de la (4.3) y la
definicion de R,;:

z,(D)=R (D) S (1-¢’ )% sen(®@) = R (D)(1—¢”)sen(D) 4.7)

Ademas, como surge de la Fig. 4.3, la coordenada z, del punto P resulta:
z,(®,h) = z (D) + hsen(®) = (1-€")R, + h)sen(D) (4.8)

El Radio de curvatura meridiano en un punto S sobre la elipse, surge de evaluar la
conocida formula del radio de curvatura de una curva plana definida paramétricamente
segun las Ecs. (4.3):

A+ al-¢)
o5 (1—¢”sin’(®))"”

dx?

R, (®)=

(4.9)

De las Ecs. (4.5) y (4.9) surge la siguiente relacion entre los radios R, y R, sobre la
elipse normal:
(1—¢’ sin*(D))

R (@)= R, (@) 7= =

~R (®)(1+0(e%)) > R, (D) (4.10)

Para alturas moderadas el radio de curvatura meridiano en un punto P a una altura
geodésica & sobre el elipsoide normal se aproxima muy bien mediante la expresion:

R (D,h)=R, (®)+h 4.11)

4.2 Ternas de referencia

A continuacion describimos los sistemas de coordenadas de referencia mas usados en
navegacion y las transformaciones de coordenadas que los vinculan.
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4.2.1 Ternas Centrada Terrestre (ECEF) e Inercial Centrada Terrestre (ECI)

(1)

Ambeas ternas tienen su origen en el centro de masa nominal de la Tierra, su eje “z” es

e

paralelo al eje nominal terrestre y sus ejes “x” e “p” estan contenidos en el plano
(ecuatorial) ortogonal a “z” (ver Fig. 4.4). La terna centrada terrestre {e} (ECEF: Earth
Centered-Earth Fixed) es solidaria a la Tierra, su eje “x” pasa por el meridiano 0° BHI y
su eje “p” completa la terna ortonormal positiva. La terna inercial centrada terrestre {i}
(ECI: Earth Centered Inertial) conserva su orientacion invariante en el espacio inercial.
Se tendra en cuenta que esta terna no se mueve a una velocidad uniforme en el espacio
por lo que en rigor s6lo podra ser considerada inercial en la medida que sean

[Pl

despreciables los efectos de su movimiento de rotacion alrededor del Sol. Sus ejes “x” e

“y” estan contenidos en el plano ecuatorial terrestre. Para vehiculos extraplanetarios, el

eje “x” suele ser elegido en la direccion del punto vernal correspondiente a la direccion

casi invariante (inercialmente) de la posicion del Sol en el instante del equinoccio de la
ce_9

primavera boreal. De otro modo, es usual elegir sus ejes “x” e “p” coincidentes con los
de la terna ECEF en el instante inicial de la navegacion. Por definicion, la terna ECEF

rota (junto con la Tierra) a la velocidad angular terrestre €, respecto de la ECI
alrededor del eje “z” comlin a ambas ternas (eje invariante de la rotacion).

zeEzi Vector velocidad
Qe angular de la Tierra

Meridiano  de P
Greenwich
Plano AN \
Ecuatorial _l
- e —
~
AN N ~ - ~
~ ‘ €
0 y
i
i
X
Qet >
c
X

Figura 4.4: Representacion de las ternas ECEF y ECI.

De acuerdo con las definiciones anteriores, lo visto en el Capitulo precedente y
denotando ng =Q

Capitulo 3, que la MCD correspondiente al cambio de coordenadas entre ambas ternas
en un instante dado 7 desde el inicio de la navegacion es:

es facil comprobar, usando los resultados del Parrafo 3.8 del

e’

cos(QQ,r) sin(Qt) 0
C/ =C(Q te,)=| —sin(Q,¢) cos(QQt) 0 (4.12)
0 0 1
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Las coordenadas cartesianas de un punto genérico P seglin las ternas ECEF y ECI se
denotan respectivamente:

P"=[x” b z"]T; Piz[xf V' zf]T (4.13)
4.2.2 Terna Vertical Geocéntrica Local (LGCYV)

La terna LGCV (Local Geocentric Vertical), también llamada geocéntrica y que
denotaremos con el superindice “c”, esta centrada en el centro de gravedad de la Tierra,

su eje z° es colineal a la vertical geocéntrica local que contiene al radio vector OP entre
el origen O y el punto P representativo del vehiculo, usualmente el centro de masa de la
unidad de medidas inerciales (ver Fig. 4.5).

A
z Ny 7=
\
Meridiano  de P \ E Ternas “c”
. \ I
Greenwich -
N y|IN \
Plano Y \
Ecuatorial T~ ( ‘ E
== C
N\ A ~ o \:lE
“ ~
a () e
0 )¢ VoyD
U N
- i I
€
X
E

Figura 4.5: Representacion de las ternas ECEF y LGCV-ENU.

Sus ejes x° e y° yacen sobre el plano ortogonal a OP . Cuando el eje z° tiene el sentido

OP es denotado U (up) y D (down) cuando tiene el sentido contrario. Los ejes x° e y°

suelen estar orientados seglin las direcciones cardinales geocéntricas: N/S, interseccion
del plano meridano local con el plano tangente geocéntrico o E/O, direccion
simultaneamente ortogonal a las direcciones N/S y U/D. Las ternas geocéntricas mas
utilizadas son las LGCV-ENU y LGCV-NED, respectivamente, con los ejes (x°=E,
y=N, z=U) y (x=N, y°=E, z°=D). En la Fig. 4.5 se ejemplifica una terna LGCV-ENU
en el punto P de latitud geocéntrica @, y longitud A . Como es facil comprobar, la terna
LGCV-ENU se obtiene a partir de la terna ECEF mediante la secuencia de rotaciones
elementales de Euler: (n/2+A)@z° (que ubica al eje x° en la direccion E) seguida de
(n/2— @ )@x° (que coloca al eje z° en la direccion del eje U). En consecuencia, y de
acuerdo con lo visto en Parrafo 3.8.1 del Capitulo 3, la matriz de cambio de base que
vincula la LGCV-ENU con la ECEF se determina segun:
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1 0 0 —-send cosA O
CM =10 sen®, cos®, || —cosd —send 0|=
0 —cos® send 0 0 1
- ¢ ¢ 4.14
—sen/d cos A 0 ( )

=| —sen®_ cos A —sen® send cosD,

cos®_ cosA cos® send send,

Las siguientes ecuaciones permiten relacionar las coordenadas ECEF con las
coordenadas curvilineas polares (A,®,, r) del punto P:

x° rcos ® cosh
P =|y° |=| rcos® seni (4.15)
z rsen®,

P¢

=

=x7+y?+2z?; sen(®,)=z°/r; tan(A) = (x°/ y°) (4.16)

Aplicando la transformacion de coordenadas (4.14) a la expresion (4.15) se obtienen las
coordenadas LGCV del punto P:

P=|0 (4.17)

4.2.3 Terna Vertical Geodésica Local (LGV)

Las ternas LGV (Local Geodetic Vertical), que llamaremos geodésicas, estan centradas
en el centro de gravedad de la Tierra, su eje z es paralelo a la vertical geodésica local
(con sentido U 6 D) y sus ejes horizontales, x e y, son paralelos al plano tangente al
elipsoide WGS84 en la proyeccion sobre éste del punto P (S en la Fig. 4.6). Cuando los
ejes x e y son paralelos a las direcciones cardinales (E/O 6 N/S) la salida del sistema de
navegacion queda automaticamente referida a estos ejes lo que resulta muy conveniente
en muchas aplicaciones (p.e.: el rumbo de un vehiculo o la orientacion de un objeto a
bordo del mismo).

La denominacion de la terna depende de la orientacion elegida para sus ejes
horizontales. Entre las ternas “cardinales” distinguimos la terna geogrdfica {g}: (x* )%,
%) = (E, N, U) y la terna de nivel {l}: (x[ ,yl, zl) = (N, E, D) esta ultima, usada
principalmente en aeronavegacion, se obtiene de la primera invirtiendo el sentido del eje
z e intervirtiendo sus ejes x e y. En la Fig. 4.6 se ejemplifica la terna geografica (LGV-
ENU) para un punto P caracterizado por su latitud geodésica ®, su longitud A y su
altura geodésica h, llamadas coordenadas curvilineas geodésicas.

Para mantener en todo momento su orientacion cardinal se requiere rotar la terna

geodésica en funcion del desplazamiento en longitud (E-O) del vehiculo. Este
procedimiento es particularmente critico en las vecindades de los polos donde pequefios
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desplazamientos en la direccion E-O inducen grandes cambios en la direccion N-S.
Esto se traduce, como veremos en el proximo capitulo, en dificultades numéricas
importantes en los algoritmos de navegacion inercial. Lo anterior motiva el uso de
ternas geodésicas “no-cardinales” obtenidas a partir de las cardinales mediante la
rotacion de un angulo positivo a alrededor de su eje z, llamado dngulo de deriva
(“wander angle” en inglés). Por abuso de lenguaje, estas ternas son comunmente
llamadas ternas de navegacion y denotadas con “n”. Existen diversas estrategias para
definir la rotacion a(t)@z y algunas de ellas seran descritas en el Capitulo 5.

€ 9

Terna “g

Terna “I”
Figura 4.6: Representacion de las ternas ECEF y LGV-ENU.

Las siguientes MCD corresponden a las transformaciones de coordenadas entre las
ternas {n}, {{} y {g}-

cosa sena 0 01 0
Cl v, =Clae;)=| —sena cosa 0|; CLp0 =[1 0 0 (4.18)
0 0 1 0 0 -1

Tal como la terna geocéntrica, la terna geodésica rota respecto de la terna ECEF a
medida que el vehiculo se desplaza respecto de la Tierra. La MCD del cambio de
coordenadas entre la terna geografica y la ECEF se obtiene en funciéon de @ y A de
modo similar a la Ec. (4.14):

—sent cos A 0
C?¢ =| —sen®cos 4 —sen®dsend cosD (4.19)

cosdcosA cosPsend send

En virtud de la definicion (4.5) y las Ecs. (4.6) y (4.8), las coordenadas cartesianas en

terna {e} del punto P se expresan en funcion de sus coordenadas geodésicas (A, D,h)
segun:
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¢ (R,(D)+h)cos(r)cos(D)
=] (R,(®)+h)sin(L)cos(D) (4.20)
¢ (1-€*)R, (D) + h)sin(D)

P’ =

N ®

Inversamente, a partir de las coordenadas cartesianas de P° y usando las (4.5), (4.6) y
(4.8) se obtienen las relaciones

tan(A) = (y*/x) =L
r, =R (®,h) = (R (D) +h)cos(D)
z° =((1-€*)R, (D) + h)sen(D)

}:q),h 4.21)

Donde se uso la definicion r; 2 Jx*+y“ . Con la primera ecuacion se determina la

longitud A mientras que el ultimo par de ecuaciones no lineales permite calcular la
latitud @ y la altura 4 sobre el elipsoide normal. Normalmente se recurre a un algoritmo
iterativo para resolver este ultimo par de ecuaciones implicitas (véase también el
procedimiento expuesto en Chatfield, (1997), Cap. 8.1)

Aplicando la transformacion de coordenadas (4.19) a la (4.20) se obtienen las
coordenadas geograficas del punto P en coordenadas geograficas:

x* 0
P¢ =| y* |=| —&’R, sin(®)cos(D) (4.22)
z® (R, +h)—¢&’R, sin’ (D)

Comparando la anterior con la Ec. (4.17), se advierte la componente en y, inducida por
€. Por otra parte, junto con la (4.5) se observa que: lim P* = P°.

g0

Ternas {n} y rumbos geografico y de navegacion

En el diagrama de la Fig. 4.7 se representan los ejes horizontales x”" e y" de la terna {n}
definida a partir de una terna geografica (ENU) y el eje x" del vehiculo proyectado sobre
el plano tangente local. Se indican ademas el rumbo geogrdfico w® y el rumbo de
navegacion y=y® +a del vehiculo.

» E
Figura 4.7: Rumbos geograficos y de navegacion.
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Las coordenadas en terna {n} de un punto P se determinan a partir de la (4.22) y la
primera de la (4.18), o bien, a partir de la (4.20) y usando ademas la (4.19) como:

P" =C;P* = C,C5P* =CP* (4.23)
De las Ecs. (4.19) y (4.18) resulta la MCD C. en funcién de @, A y o

—CaSA-SaSPCA CaCA-SaSPSA SaCd
C,=C,C; =| SaSA-CaSPCA -SaCA-CaSPSL CaCd (4.24)
CoOCA COSA SO

4.2.4 Terna Vertical Astronémica Local (LAV)

La direccion vertical de la terna LAV es paralela a la vertical astrondémica (direccion de
la plomada local). En la Fig. 4.8 a) se indican para el punto P las direcciones: vertical
astronomica (v,), vertical geodésica (vg), N y O geodésicos locales y el médulo 9, de la
rotacion vectorial 8, que vincula v, con v,. El vector deflexion vertical 3, tiene por
componentes segun los eje x° (E) y »* (N), respectivamente, -& y 1 indicados también
en la Fig. 4.8 a) (el primero es negativo en la direccion E y el segundo positivo segtn el
eje N). Consistente con esta convencion, de las Figs. 4.2 y 4.8, llamando,
respectivamente, @, y A, a la latitud y longitud astronomicas” del punto P y usando:

Al=4,-1y AD=d, —, se tienen las siguientes relaciones entre las coordenadas
angulares geodésicas y astronomicas:

E=AD; n=Akcos® (4.25)

b)

1n=Acos(D)

Terna
LGVenP

g.

Figura 4.8: Componentes de la deflexion vertical.

Asi mismo, se advertira de la Fig. 4.8 b) que la componente de 8, en la direccion U (z°)
resulta ser AAsin® =ntan® . Combinando los resultados anteriores el angulo vectorial

0% se escribe:

" Observadas respecto del vector gravedad local.
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-G
0, =-CE+nMN+ntan®U = o6¢ = n (4.26)
ntan ©

Dado que |8§| < 50arcseg , la MCD que expresa el cambio de coordenadas de la terna

LGV {g} ala LAV {a} puede obtenerse como la composicion de pequefias rotaciones
de Euler alrededor de los ejes de la terna {g} (ver Parrafo 3.8.1 del Capitulo 3) de donde
resulta:

1 ntan(®) —n
C, ~| —ntan(®) 1 =& (4.27)
" 4 1

Por otra parte, la MCD correspondiente al cambio de coordenadas entre la terna {e} y la
terna {a} resulta de un modo analogo a la (4.19):

—sen4, cos A, 0
C! =|—sen®, cos A, —send senl, cosd, (4.28)
cos®, cosd, cosdsend, send,

4.2.5 Ternas del cuerpo v de los instrumentos

La terna, que denotamos con el superindice “b” (body), asociada al cuerpo del
vehiculopermite describir la orientacion de éste respecto de la terna de navegacion. El
origen de la terna del cuerpo (P en las Figs. 4.1 a 4.6) es un punto caracteristico del
vehiculo, usualmente su centro de masa, cuya posicion y velocidad respecto de la terna
de navegacion de referencia interesa conocer en todo instante. Si bien los ejes de la
terna del cuerpo pueden ser arbitrarios, estos suelen ser elegidos conforme a los planos
de simetria del vehiculo y/o a sus condiciones de desplazamiento nominal.

%ediciones

(&) (UMD
W) gir6scopo
z @ acelerémetro
b
Cl
N~ Y

Nivel (I) g-NED
z

Figura 4.9: Ternas del Cuerpo (b), de mediciones (m) y de “nivel” (/ = g-NED).
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Muy frecuentemente (y regularmente en aeronavegacion), el eje x” (de guinada o roll)
apunta en la direccion de avance del vehiculo (o su “nariz”), el eje yb (de cabeceo o
pitch) apunta en la direccion del ala derecha y el eje 7’ (de rumbo o yaw) completa la
terna positiva (ver Fig. 4.9).

Con la definicion anterior de los ejes, la orientacion del vehiculo respecto de la terna
geodésica {I} queda determinada por los 3 angulos de Euler: & (yaw o rumbo
geografico segun la Fig. 4.7), O(pitch) y o(roll) (ver Fig. 4.9) aplicados en la secuencia
3-2-1. La MCD del cambio de coordenadas correspondiente a la composicion de

rotaciones: (@@ x")(O@ y")(y* @z') resulta, de acuerdo con la Ec. (3.53) del
Capitulo 3 y usando la notacion empleada en la Fig. 3.9 "

C? = C(—9e,)C(—0e,)C(—y’e,)
CcoCvy* CcoSy* -56
=| -CoSy? + SpS0Cy* CoCvy* + SpS0Sy*  SoCH
SeSy* + CpSOCyY*  —SoCvy* + CopSOSy* CopCHO

(4.29)

En funcion de los mismos angulos pero respecto de la terna geodésica {g} la orientacion
del vehiculo queda definida por la secuencia de rotaciones:

(e+m@x")(-0@y")(n/2-y*)@z")

C;, = C(~(9+m)e,)C(Be,)C((-n/ 2+ y*)e;)
CcoSy* COCy* SO
=| CoCy?® +SeSOSy?® —CoSy® + SpSOCy* —-SeCO
—SoCy? + CpSOSy®  SoSy® + CoSOCy* —-CopCHO

(4.30)

Por tultimo, la MCD que vincula la terna del cuerpo {b} con la terna {n} se obtiene
desarrollando la anterior después de sustituir y* por y = y* + o y resulta:

C, =(p+m@x")(-0@y" )(n/2-y)@z") =
CoSy CoCvy SO
=| CoCy +SpSOSy —CopSy +SpS6Cy —-SoCO
=SeCy + CpSOSy  SoSy+CopSOCy —-CoCH

4.31)

En los sistemas de navegacion strapdown la unidad de mediciones inerciales (UMI) esta
fijada a la estructura del vehiculo en una posicion y orientacion no necesariamente
coincidentes con la terna de éste (esta libertad para posicionar la UMI es una de las
mayores ventajas de la tecnologia strapdown respecto de la navegacion con plataforma
inercial). En consecuencia, para referir los datos inerciales provistos por la UMI en la
terna {m} a la terna del cuerpo {b} se requerira conocer el vector desplazamiento O™Q"
(“brazo de palanca”) entre los centros de coordenadas de ambas ternas y la matriz de

. . e, .,
Cuando convenga por razones de espacio se utilizara la notacion: sen(o)=Sa, cos(a)=Ca

102



Martin Espafia Comision Nacional de Actividades Espaciales

transformacion de coordenadas C] (ver Fig. 4.9). Ambas magnitudes estan
determinadas por la implementacion fisica del sistema de navegacion a bordo.

4.3 Modelos Globales de Gravitacion v Gravedad

El potencial gravitacional V(P), resultado de la atraccion de las masas terrestres sobre
un cuerpo en un punto P exterior al volumen terrestre, puede expresarse mediante un
desarrollo en serie de funciones armonicas esféricas de las coordenadas esféricas (A, @,

r) del punto P con » =[|OP|| > a (ver apéndice A):

P01 =He i z(ﬁj (€, B (sen(®,))
4 2\ ¥ o (4.32)
+ i P

n,m
m=2

(sen®,)[ C,

n,m

cos(m)) + Sn,msen(mk)l}}

Donde a es el radio de una esfera que contiene al volumen terrestre’ y GMr es la
constante gravitacional terrestre (producto de la constante de gravitacion universal G y
la masa terrestre Mrt). Definimos el término armonico esférico genérico del desarrollo
anterior como:

H,,(4,®)2P,  (send,)(C,, cosmi+S, senmA) (4.33)

Los coeficientes armonicos esféricos normalizados (Spherical Harmonic Coefficients
(SHQ)) o coeficientes gravitacionales, C,,,, S, (n=2,...; m=2,...n) condensan toda la

informacion fisica del modelo. Las variaciones angulares (en latitud y longitud) estan

expresadas por las funciones generalizadas normalizadas de Legendre P, de grado n'y

,m

orden m con argumento sen(®_ ) y por cos(mA) y sen(ml) (para m=0, P, =P

n,0 n
coincide con el polinomio de Legendre de orden n, ver Apéndice A). Destacamos que
la serie no incluye términos de grado n=1 ni de orden m=1 por lo que a grandes
distancias predomina el término esférico del desarrollo: GMy/r.

En la practica, los modelos globales del potencial gravitacional terrestre son descritos
por truncamientos de la serie (4.32). Los mejores modelos disponibles actualmente son:
el GRIM 5 (colaboracion entre: el Geodetic Research Institute de Munich y el Groupe
de Recherches de Geodesie Spatiale, Francia) y el EGM2008 (colaboracion entre:
NASA-GSFC, National Imaging and Mapping Agency (NIMA) y Ohio State Univ. orden
y grado: 2159) y utilizan un orden maximo mayor o igual a #=360. Los coeficientes
gravitacionales son determinados combinando modelos analiticos de las perturbaciones
(mareas, presion atmosférica y otros) y observaciones que incluyen gravimetria
superficial y satelital”, monitoreo de orbitas satelitales, altimetria satelital por laser y
radar, redes geodésicas GPS, etc.

“En la practica, el semieje mayor del elipsoide normal cumple esta condicion con un alto grado de
aproximacion.

"Los datos aportados por la misién satelital “Gravity Recovery and Climate Experinent (GRACE)” desde
2002 combinados con otras fuentes permitiran mejorar la estimacion de los coeficientes gravitacionales y
seguir su evolucion.
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A continuacién enunciamos algunas propiedades de los términos H, , que permiten

visualizar sus caracteristicas geométricas:

e (Cada término se anula en 2m longitudes (planos meridianos).
e Cuando m=0, los H,, son independientes de la longitud. Sus coeficientes

asociados C ,, n=2,... son los dominantes de cada grupo n.

n,0°

e Cuando m=0, las 13”,0 (sen(®,)) alcanzan su valor maximo (+1) o minimo (-1)
en los polos.

e Las funciones 13” (sen(d_)) son simétricas respecto del Ecuador cuando n+m
es par y antisimétricas cuando n+m es impar.

e Cuando m#0 las funciones P

n,m

(sen(®_)) se anulan en los polos y en n-m

latitudes. Cuando n=m, s6lo se anulan en los polos.

De las propiedades anteriores surge la siguiente clasificacion de los términos armonicos
H,, del potencial gravitacional:

Armonicos zonales: {m=0}, son superficies de revolucion alrededor del eje z, se anulan
en n latitudes pero no en los polos.

Armonicos sectoriales {m=n}, se cancelan en 2n meridianos correspondientes a los
ceros de C,, cosmA+S, senmA .

L, . * .. .
Armonicos “teserales” :{m#0}N{m#n}, dividen la esfera en forma de “mosaico” con

protuberancias y depresiones alternadas tanto en latitud como en longitud.

LI L
7 )
1N

F

Zonal Hs Sectorial Hs s Teseral Hs 3

Figura 4.10: Términos armonicos esféricos.

El potencial gravitatorio U(P) terrestre resulta de la superposicion del potencial
gravitacional V(P) y del “potencial centrifugo” W(P) provocado por la fuerza centrifuga
debida a la velocidad angular terrestre Q:

w(P)2 EIIQ x P = %erz cos’ @, (4.34)

U(P)=V(P)+W(P)

* , .
De tessera, en latin, mosaico.
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Las superficies equipotenciales mencionadas en el Parrafo 4.1.1, perpendiculares a la
linea de la plomada local, corresponden a valores constantes del potencial gravitatorio
U.

4.3.1 Aceleraciones Gravitacional v Gravitatoria

A partir del potencial gravitacional expresado en armoénicos esféricos (4.32) es posible
obtener el vector gravitacion expresado en la Terna Vertical Geocéntrica Local (LGCV)
(E-N-U) mediante las relaciones:

T
g (4D, =V V=gl g\ 8]

. 1o, . _lor, . (4.35)
Ber "o, o4” fY T ee ST g
de las cuales surgen:
cp = m(C, sinmA—S,  cosmA)P (sin®,
Eer r2 COSCDC;V;)|:[ j A o Mo L)}
g, = ZZH ] wm COSMA+S,  sinmA).(P,, . (sin®,)-mtan® P, (sin®, ):l
n=2 m=0

g;'U = GM {l + Z Z(n + 1)( ] [( . COS mA + Sim sin mxl)Pm (sin (DC)]}

n=2 m=0

(4.36)

Aplicando las mismas expresiones (4.35) al potencial W(P), dado por la primera de las
(4.34), se obtiene la expresion para la gravedad centrifuga: g, = V¥ en terna (LGCV)

(E-N-U), de donde, junto con la 2* de las (4.34), resulta la gravedad actuando sobre una
masa solidaria a la Tierra:

0
g’ (L@, ,r)=VU =g, +g, =g, +Q’rcos®_| sen®, (4.37)

—cos D,

Notar que g’ no tiene componente E (normal al meridiano). Tanto la gravedad como la

gravitacion terrestres pueden expresarse en otros sistemas de coordenadas usando las
transformaciones introducidas previamente en este Capitulo.

4.4 Aproximaciones del Potencial Gravitacional Terrestre

Dado que 13”," se anula en n-m latitudes mientras que cos(m A )y sen(mA ) lo hacen en a

lo sumo 27 longitudes, el indice n define la resolucion angular del armonico sobre la
esfera (longitud de onda espacial) es decir, la escala de la informacion que contiene.
Por otra parte, la simetria casi esférica de la Tierra hace que con alturas crecientes el
factor (a/r)" suavice rapidamente las altas frecuencias espaciales presentes en los
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armonicos superiores. Esto adquiere particular relevancia en ciertas aplicaciones
satelitales. Asi, sobre Orbitas de alturas bajas (Low Earth Orbits <1000 Km de altura) y

medias (Middle Earth Orbits a <20.000 Km) resoluciones, respectivamente, de 10°

(n=36) y de 30° (n= 12) se traducen en aproximaciones de una muy aceptable precision.
Mas aun, para estas Orbitas, la fuerte simetria axial y el efecto de promediado del campo
gravitatorio debido a la Tierra girando debajo de la orbita, permiten descartar los
términos no zonales del desarrollo (4.32) lo cual conduce a la siguiente aproximacion en
términos puramente zonales (Wertz-1978):

M >(a) . 3 M -
V(/i,q)c,r)zG T{1+Z(%j Cn’OPn’O(send)c)}zG T{I—Z(

N R

r n=2 r n=2

j" J.P, (sencbc)]
(4.38)

En la expresion anterior se usé la convencion habitual consistente en definir los
coeficientes armonicos zonales segun: J, P, (sen® )=-C, P, (sen® ) donde P,(-) es

el polinomio de Legendre no normalizado (ver normalizaciones en el Apéndice A). En
satélites geoestacionarios, a pesar de que el diametro orbital es considerablemente
mayor que en los casos mencionados, la aproximacion (4.38) no es aplicable debido a
que, en este caso, por tratarse de una posicion fija respecto de la superficie terrestre, los
armoénicos no zonales no resultan promediados a lo largo de la orbita induciéndose asi
efectos longitudinales sensibles.

4.4.1 Gravedad Normal

Los modelos globales basados en el desarrollo (4.32) resultan inadecuados para la
navegacion a alturas medias o bajas. En efecto, atin un desarrollo de alta complejidad
coNn Mma=360 (que requiere usar 130.000 armonicos!) tiene una resolucion de 1°, que
cerca de la superficie terrestre equivale a unos 110Km. Esto puede resultar insuficiente
para captar los componentes de alta frecuencia espacial del campo gravitacional debidos
a la distribucion irregular de masas sub-superficiales o a la proximidad de cadenas de
montanas.

La complejidad del campo gravitatorio y la dificultad para describirlo a bajas alturas
condujo a descomponer los campos gravitacionales y gravitatorios segun 2
componentes: a) una componente principal, llamada gravedad normal, descrita, como
veremos, por una expresion analitica cerrada (sin desarrollos en serie mediante) que
reproduce en forma global las bajas frecuencias del campo gravitatorio y b) una
componente residual de alta frecuencia espacial, llamada perturbacion de la gravedad
de un orden de magnitud sensiblemente menor a la primera que representa los
apartamientos locales respecto del campo normal.

La excelente aproximacion geométrica del Geoide por el elipsoide normal motiva el uso
de este ultimo también como referencia gravitatoria. Asi, por definicion, el elipsoide
normal posee una masa igual a la masa terrestre total, rota a la velocidad angular
terrestre nominal Q  y genera un hipotético potencial gravitatorio normal U,(P)del
cual su propia superficie S, es equipotencial. U,(P) es la superposicion del potencial
gravitacional normal V,(P) y el potencial centrifugo definido mediante la (4.34). De
acuerdo con el Teorema de Stokes-Poincaré (Torge 2001) U,(P) queda univocamente
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definido sobre y al exterior de S, por la solucion del siguiente problema laplaciano con
condiciones de contorno:

P exterior a S, = V°V (P) =0;
Pes, —V (P)=U, -~ W (P); (4.39)
r=lPl >0 =7,(P)— GM, /7

Donde, la segunda de las (4.39) es la condicion para que Sy sea una superficie de
potencial constante igual a U, y la tercera, la condicion para que, a grandes distancias, el
potencial gravitacional normal resulte indistinguible del potencial gravitacional terrestre
lejano.

CONSTANTE VALOR

a: Radio ecuatorial 6.378.137.0 m

GMr: Constante gravitacional 3,986004418x10'*'m’s™

Q: Velocidad angular 7,292115x10rad/seg.
/' Achatamiento 298,257223563™
e: Excentricidad 0,08181919084

Yo: Gravedad normal ecuatorial | 9 7803253359 m/s2

¥p: Gravedad normal polar 9.8321849378 m/s2

Tabla 4.1: Constantes del sistema WGS 84.

Hofmann/Moritz-2006 demuestran que el potencial con simetria axial solucién de las
(4.39) es tal que: a) la solucion V,(®, /) es una formula exacta cerrada funcion de las
coordenadas geodésicas @, /4 del punto P en {®e[0,2n] }N{A>0} independientemente
de la longitud A ; b) que el potencial gravitatorio sobre S, adopta el valor:

M 2 2
U _G Tarctan(E/b)+Qa

o

(4.40)

Donde E=+/a’—b" es la excentricidad lineal. La expresion general del potencial
gravitatorio normal en puntos no interiores al elipsoide de referencia se obtiene

reemplazando en las Ecs. (4.34) el potencial gravitacional normal V,(®, &) obtenido
mediante la (4.39):

U (D,h) =V, (D, h)+ W (D,h) (4.41)
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La gravedad y la gravitacion normales, y(P) y 7v,(P), se calculan a partir de los

respectivos potenciales, mediante:
Y(P)=VU,(P); 7v,(P)=VV,(P) (4.42)

Destacamos que tanto el elipsoide como el potencial y la gravedad normales quedan
definidos por los 4 parametros independientes: a, f, GMty Q cuyos valores, provistos
por NIMA (ver: WGS84 NIMA-Technical Report TR8350-2), son consignados en la
Tabla 4.1.

Vista la simetria axial del potencial normal y la condicion de que el elipsoide normal es
una superficie equipotencial, la gravedad normal y(P) expresada en coordenadas
geodésicas (LGV-ENU) sobre y fuera del elipsoide normal adopta la forma:

h>0=y5(D,h) = [0 —y, (®,h) —y, (D, )] (4.43)

Donde y, (®,h)y y,(®P,/) son funciones cerradas (exactas) de sus argumentos cuyas
expresiones pueden consultarse en NIMA-TR8350-2, 2004 o en Hofmann/Moritz, 2006.
Cuando el punto P(A,D,/n) no pertenece al interior de Sy, por definicion, y(P)es
ortogonal al elipsoide geocéntrico equipotencial con-focal con Sy de potencial igual a
U,(P) (Hofmann/Moritz, 2006), pero no necesariamente es ortogonal a Sy, salvo, claro
esta, si h=0. Esto, junto con la simetria axial del potencial normal explica la ausencia de
la componente E de y*(®d,4) y la existencia de la componente residual N-S en la Ec.

(4.43) para h>0. Cuando /4=0 resulta la Formula de Somigliana (Hofmann/Moritz,
2006):

h=0= v (@,h)=[0 0 —y,(®,0)]
A 1+ ksin® @
Yy (D,0)=y(D) =y, —
v V1=¢g?sin> @
:(l—f)vp
v,

(4.44)

k -1=0,001931852

Donde: v,=9.7803253359 m/s” es la gravedad normal ecuatorial y 7,=9.8321849378

m/s2 es la gravedad normal polar. Para alturas geodésicas h<{20Km resulta

arctan(|yN (CD,h)|/ |yU (<D,h)|) < 4arcseg, lo que equivale a |yN (<I),h)| <2ung. Esto
determina la cota de error de la aproximacion usual para alturas atmosféricas: v, =0 y

Yy (@, h) calculado mediante la siguiente expansion de Taylor de 2° orden en A:

Yy (@, h) =7, (D,h) 2 y(d))(l—2(1+f+m—2fsin2(d)))g+3(§j ]
(4.45)

Q’a’hb
m =
GM,
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El error de la aproximacion (4.45) es inferior a 0.15ug para A<20Km (Hofmann/Moritz
2006). Los mismos autores proponen la siguiente aproximacion de la componente Norte

(v, ) con un error inferior a 0.1pg para A<20Km:

v, (D, h) =y, (D, h) =8.08x10° h[ Km]sen(QD) m/seg’ (4.46)

Hsu (1998) propone una aproximacion polinomial global aun mas precisa con errores
<0.01pg para h<<30Km para vy, (®,4).

4.4.2 Gravedad normal en coordenadas terrestres (ECEF)

A diferencia de su expresion en coordenadas geodésicas (geograficas), la solucion del
problema (4.39) no tiene una expresion compacta exacta en coordenadas geocéntricas o
cartesianas terrestres ECEF del punto P. Al respecto, Hofmann/Moritz, 2006 (pp 75 y
76) demuestran que el potencial gravitacional normal queda expresado por la siguiente
expansion en términos armoénicos en funcion de las coordenadas cartesianas de

Pe :[xe ye Ze]T :

v (P) = Giy r {l—i(%j J, P, (é)} (4.47)

n=1

Donde, J,, son los coeficientes pares de la expansion (4.38), sen®, =:z°/r y

x?+y?+z?. Usando la expresion anterior junto con la segunda de las Ecs.
(4.34) la gravedad normal en coordenadas cartesianas terrestres se obtiene diferenciando
la serie infinita (4.47) y el potencial centrifugo respecto de las componentes x°, y°,z°.

Wei y Schwarz, (1990) demuestran que el resultado es una serie que aproxima la
gravedad normal con un grado arbitrario de precision con la forma general:

v (P)=V.U, (P) =y, (P)ty.(P)

(co +C1S2 +CZS4 +C3S6.. +Ck52k,_)xe % 48)
M e . .
== Gr3 L (Co +cls2 +c2s4 +c356..+ck32k..)y‘ +O? »*
(do +ds" +dys* +ds°.. +dks2k..) z° 0
Con:
V. (P)=V V. (P); yi(P)=V W (P) (4.49)

Donde el operador V, denota el operador gradiente segun las coordenadas ECEF,

s =z°/r los coeficientes ¢; y d; son funciones de los primeros coeficientes J,, Ja, Js... ¥
de las primeras potencias pares de (a/#). Los mismos autores verifican numéricamente
que truncando las series en (4.48) en k=3 los errores respecto del valor exacto de y* son

inferiores a 0,05ug.
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4.4.3 Aproximacion J,

Dado que los coeficientes gravitacionales decrecen rapidamente con el indice n el
término dominante de la serie (4.47) (también de las (4.32) y (4.38)) corresponde al
coeficiente zonal J; (=1.082x10%). En efecto, J, supera casi en 3 6rdenes de magnitud a
cualquier otro coeficiente gravitacional y refleja el abultamiento ecuatorial y
consiguiente achatamiento en los polos del Geoide. Para ciertas aplicaciones, esto
justifica truncar la serie (4.47) en el primer término lo que conduce a la siguiente
aproximacion del potencial gravitacional normal.

2
V.(P) =V, (P°) = %{1-(% J,Py (2 /r)}
- r r

=%[l+‘]22—"2(1-3(ze/r)2)}

2
r r

(4.50)

La aproximacion de la gravedad normal que surge de la Ec. (4.50) equivale a truncar la
(4.48) en el termino k=1. El resultado es la aproximacion denominada “J,” de la
gravedad normal en coordenadas ECEF (ver también Hsu, 1998):

[ 304 15,4 . . ]
= $)x
xe
. . e GM 3J.a° 15J.a° . .
Y5, =V, )+ y.(P)=— rf (I+ 2;2 - 2;2 sHY |+ y (4.51)
0
9J.a> 15Ja’ .
1+ 2;2 - 2;2 sz
Con:
Yo, )=V V, (P (4.52)

Hsu (1998) compara ) con el valor exacto de la gravedad normal y demuestra

numéricamente que, hasta los 700Km de altura, las diferencias en la componente segun
la vertical geodésica es inferior a 12ug mientras que la diferencia en la direccion N-S se
mantiene inferior a 6,3pg.

4.4.2 Perturbaciones de la Gravedad

El modelo normal aproxima globalmente la gravedad terrestre con errores promedio de
40 a 50 pg llegando a unos 100ug cerca o sobre las grandes cadenas de montafias
(Jekeli 1997). Un tal modelo implementado en un sistema integrado INS/GPS de alta
calidad permite obtener precisiones de actitud del orden de los 30 arc-seg.
(Schwarz/Wei, 1995) y 10 a 20 cm. en posicion en 3D (Hutton et al, 1997). Esta
aproximacion ha resultado historicamente suficiente en muchas aplicaciones de interés.
Sin embargo, la mejora en la tecnologia de los instrumentos inerciales ha motivado una
demanda creciente de precision de la navegacion para la cual la limitante principal
resulta ser cada vez mas el modelo matematico de la gravedad (Jekeli et al 2007). Entre
las aplicaciones que requieren y requerirdn cada vez madas precision citamos: el
relevamiento geofisico aéreo, la georreferenciacion automatica de imagenes opticas o de
radar y los vuelos prolongados en navegacion inercial libre. Como se demuestra en

110



Martin Espafia Comision Nacional de Actividades Espaciales

Jekeli, (1997) la fuente mas significativa de error del modelo de gravedad corresponde a
la estimacion de la componente horizontal no tenida en cuenta por el modelo normal, de
alli la importancia del modelado de la deflexion vertical introducida en el Parrafo 4.3.4.

Con referencia a las expresiones (4.41) y (4.42) se definen la perturbacion del potencial
gravitatorio (escalar) T(P) y la perturbacion de la gravedad (vector) 8g(P) en un

punto cualquiera P como:

T(P)2U(P)-U,(P)

. (4.53)
og(P)=g(P)—v(P)=VT(P)
Teniendo en cuenta la transformacion (4.27), es usual aproximar 8g° como:
0 -gn
og:=C%| 0 |-y*=|-g& (4.54)
-8 -6g

Donde: g = |g| Y= |y| =y, y 8g = g—v es la perturbacion escalar de la gravedad. Se

advierte de la anterior, que las componentes & y 1 de la deflexion vertical determinan la
componente horizontal de la perturbacion og*. A partir de las Ecs. (4.43) y (4.54) se
obtiene la siguiente expresion de la gravedad normal corregida:

(y+0g)n
gf=vys (MO,mEn) =—|(y+3g)E+7, (4.55)
dg+7,

Asociadas con las definiciones anteriores, en Geodesia se definen las anomalias
vectorial y escalar de gravedad sobre un punto Pg sobre el Geoide como
(Hofmann/Moritz 2006):

Ag(P) = g(P)-v(0,)

. (4.56)
Ag(F,)=g(F,)—v(Q,)

Donde Q, es un punto sobre el elipsoide normal en la vertical geodésica de P,,

g(P)= |g(PG)| y v(Q,)= |y(QE)|. Dado que g(P,) es raramente accesible directamente

a la medida, su valor se obtiene a partir de datos gravimétricos superficiales que luego
son reducidos al geoide suprimiendo los efectos de la altura y de la topografia locales
mediante un procedimiento llamado “de continuacion hacia abajo” (downward
continuation, Hofmann/Moritz, 2006)) en el que intervienen modelos de la densidad y
de la topografia locales. El interés de reducir g(P) al geoide es que esta superficie es
mucho mas suave que la superficie terrestre y por lo tanto mas tratable
matematicamente. Los mapas digitales de las anomalias de gravedad (ya sea puntuales
o promediadas sobre areas) constituyen el formato usual en que es provista la
informacion de la gravedad local por parte de las instituciones nacionales o regionales
encargadas de gestionar los datos geofisicos y geodésicos. Por lo tanto estos mapas
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suelen ser la unica informacion de base con que se cuenta para la determinacion de las
perturbaciones de gravedad ya sea en altura o sobre la superficie terrestre.

Casi todos los métodos, para obtener las perturbaciones de la gravedad 8g fuera del
Geoide a partir de las anomalias de gravedad se basan en la solucién del problema de
valores en la frontera de un potencial newtoniano (problema de Dirichlet). La mayoria
de ellos usan al Geoide como superficie equipotencial tedrica de frontera y se inspiran
en el hecho de que Uy U, tienen la misma componente centrifuga (comparar (4.34) con
(4.41)) por lo que 7(P) en (4.53) es puramente “gravitacional” y por lo tanto armonico
(V’T=0) por encima de la topografia terrestre. El resultado surge de una
aproximacion de la solucion de V?T =0 con valores de T estimados sobre el Geoide en
base a datos digitalizados de las anomalias de gravedad. Un interesante estudio sobre
estos métodos, denominados de “continuacion hacia arriba” (upward continuation
Hofmann/Moritz, 2006) publicado recientemente por Jekeli et al. (2007), concluye que
la principal fuente de error es la discretizacion espacial de los datos de anomalia y el
truncamiento de la integral de Stokes que resuelve el problema armoénico. Grejner-
Brzezinska/Wang, (1998) reportan el disefio de un sistema de navegacion integrado
INS/GPS de alta precision (con errores <5 cm. en posicion y <10 arc-seg. en
orientacion), como componente de un sistema de mapeo mediante georreferenciacion
automatica de imagenes aéreas. El modelo de gravedad del sistema de navegacion
incorpora una grilla de valores de la deflexion de la vertical en altura obtenida mediante
un método de alta fidelidad de la continuacion hacia arriba de la anomalia de gravedad
como los descritos por Jekeli et al. (2007).
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Capitulo 5
Ecuaciones Cinematicas y de Navegacion

Las ecuaciones cinematicas son las ecuaciones diferenciales que describen los
movimientos traslacional y rotacional de un movil respecto de un dado sistema de
coordenadas de referencia. Si P¥ es la posicion de un vehiculo en una dada terna de
referencia o de navegacion {v} y la orientacion (posicion angular) de la terna del cuerpo

del vehiculo {b} respecto de {v} estd caracterizada, por ejemplo, por la MCD C;, las

ecuaciones cinemadticas determinan la evolucion temporal de P yC,. Las funciones

forzantes de las ecuaciones cinematicas son: el vector de la aceleracion lineal y el vector
de la velocidad angular del movil, ambos relativos al sistema de referencia elegido. En
presencia de un campo gravitacional como el terrestre la aceleracion lineal es la
composicion de la aceleracion gravitacional y la aceleracion inercial o fiterza especifica
provocada por fuerzas inerciales tales como la propulsion, la resistencia aerodindmica o
la sustentacion.

En un sistema de navegacion inercial, la distincion entre fuerza especifica y aceleracion
gravitacional es fundamental. En efecto, el principio de relatividad nos advierte que sin
mediciones relativas a algin objeto externo, es imposible determinar el estado de
movimiento de un vehiculo moviéndose libremente en un campo gravitacional. Mas
especificamente, en este caso, un acelerometro a bordo del vehiculo que mida
desplazamientos relativos de una masa de prueba respecto de su carcasa solidaria al
movil, indicara aceleracion nula dado que, tanto la masa de pruebas como la carcasa
estan sometidas al mismo campo gravitacional. Asi, s6lo cuando exista aceleracion
inercial un acelerometro vectorial a bordo registrara su propia aceleracion trasmitida a
través de la estructura mecanica del vehiculo respecto de un sistema inercial. Del mismo
modo, los giréscopos a bordo del vehiculo mediran su propia velocidad angular también
referida a un sistema inercial.

Los sistemas de navegacion inercial son por definicion aquellos que utilizan
exclusivamente acelerometros y girdscopos como instrumentos de medida. Por lo
expuesto, dado que la aceleracion gravitacional no puede ser medida por instrumentos
inerciales un sistema de navegacion inercial requiere necesariamente de un modelo
matematico de la gravitacion en funcion de las coordenadas del vehiculo.

Cuando la terna de referencia es inercial, el modelo gravitacional y los instrumentos
inerciales proveen toda la informacion requerida para integrar las ecuaciones
cinematicas. Sin embargo, para cualquier otra terna de referencia sera necesario
transformar las mediciones inerciales (y la gravitacion) segiun la formulacion elegida.
Llamaremos ecuaciones de navegacion a las ecuaciones cinematicas transformadas de
modo tal que sus funciones de entrada sean las magnitudes efectivamente medidas por
los instrumentos inerciales.

Entre las primeras decisiones a tomar en el disefio de un sistema de navegacion estan la
terna de referencia y el modelo de la gravedad (ver Capitulo 4). Ambas quedan
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fuertemente condicionadas por el tipo de vehiculo considerado. En general, se podra
decir que la terna ECI no es adecuada para vehiculos sub-atmosféricos por tratarse
mayormente de aplicaciones que requieren ser referidas a la superficie terrestre. En
vehiculos espaciales la decision entre ECEF y ECI estd muy condicionada a la mision y
es por tanto menos tajante. En efecto, las misiones de observacion terrestre y aun de
comunicaciones podran tener requerimientos de provision de datos referidos a ECEF.
Esta condicion puede verse reforzada por el hecho de que una terna fija a la Tierra se
adapta mejor a un modelo de gravedad por expansion trunca en armonicos esféricos.

La terna LGV es tradicionalmente empleada en aerondutica, navegaciéon marina,
terrestre y subacuatica. El motivo es doble, por un lado es la mejor adaptada al modelo
de la gravedad normal que es la aproximacion mas sencilla de usar, por otro, responde a
una demanda usual en este tipo de aplicaciones cual es el de expresar la velocidad de
desplazamiento en coordenadas cardinales (ENU).

Sin embargo, como se vera en el Capitulo 7, esta opciéon conduce a algoritmos strap-
down mucho mas complejos que los referidos a una terna ECEF y menos precisos en
altas velocidades. La referencia a una terna ECEF facilita ademas la fusion de datos
GNSS (Capitulo 8) normalmente referidos a dicha terna y de uso tan generalizado en
todo sistema de navegacion. Para vehiculos con desplazamientos limitados a pocas
decenas de Km. con posibilidad de despreciar la curvatura terrestre, es usual una terna
LGV (posiblemente GEO) fija a algiin punto a la Tierra a lo que podra agregarse la
hipotesis de gravedad constante, posiblemente con un sesgo que estimaria el propio
sistema de navegacion integrada.

En los primeros 3 parrafos de este capitulo se deducen las ecuaciones de navegacion
para los tres sistemas de referencia mas utilizados, a saber: ECI, ECEF y LGV. El lector
podra extender el procedimiento expuesto a otros sistemas de referencia que puedan ser
de su interés. En el Parrafo 5.4 se analizan aspectos dindmicos de las ecuaciones de
navegacion. En particular se describen dinamicas inestables inherentes a estas
ecuaciones y un método clasico usado en aeronavegacion para paliar estos efectos.

5.1 Ecuaciones de Navegacion en Coordenadas ECI.

En este caso el sistema de referencia es inercial y las ecuaciones de Newton proveen
directamente las ecuaciones cinematicas que determinan la evolucién de las
coordenadas P' de la posicion de un movil:

mP’ zmg;+Fi (5.1)

Siendo m la masa del movil, mg; la fuerza gravitacional en coordenadas inerciales y F’
la fuerza no gravitacional o inercial resultante actuando sobre el vehiculo.
Introduciendo en (5.1) la definicion de la fuerza especifica: £2F/m, resulta la ecuacion
fundamental de la navegacion inercial en coordenadas inerciales:

P =g +Cf" (5:2)
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Puesto que la fuerza especifica efectivamente medida por los acelerémetros a bordo del
e ] . * .
vehiculo es f’ y no f, es necesario conocer en todo momento la MCD C, que

transforma las coordenadas referidas a la terna de la unidad de mediciones inerciales
(UMI)" a las coordenadas en la terna inercial. Agrupando la ecuacion cinematica (5.2),

la Ec. (3.20) adaptada a la evolucién de C; y la ecuacién de la velocidad: V' =P, se

obtienen las ecuaciones de navegacion o del estado cinematico del movil en
coordenadas inerciales:

P =V’ P'(0)=P;
Vi=g! (P)+Cif"; V(0)=V, (5.3)
C,=CS(@})  C0)=C,,

Donde los vectores velocidad angular @/, y fuerza especifica f”respecto del sistema

inercial medidos por la UMI resultan las funciones forzantes de las ecuaciones de
navegacion con P, V; y C,, la posicion, la velocidad y la orientacion iniciales.

Cuando, como es usual en la practica, la terna ECI se hace coincidir con la ECEF en el
instante inicial P'(0)=P°(0). En caso de que la posicién inicial del movil esté
expresada en coordenadas curvilineas geodésicas (A, D, %), de acuerdo con la (4.20) se
usara:

x° (R, + h)cos(A)cos(D)
P'(0)=P°(0)=| y° |=| (R, +h)sin(L)cos(D) (5.4)
z° (R,(1-&*)+ h)sin(®)

Aunque la terna ECI es mas frecuentemente utilizada en vehiculos espaciales, cuando el
punto de partida de la navegacion estd sobre la superficie terrestre o referido a un punto
sobre ¢ésta, la orientacion inicial se calcula mediante la composicion

C,(0)=CL(0)C;(0)C;(0) con CL(0)=1, donde: C;(0)=C;C,(0) resulta de
componer la 2* de las Ecs. (4.18) con la transpuesta de la (4.29) y se expresa en funcioén

de los angulos de Euler: y (yaw) (azimut geografico medido desde el Norte al Este),
0 (pitch o elevacion) y ¢ (rolido), segln:

CoSy  SOSeSy +CopCy CopSOSy —SeCy
Cé =| COCy  SOSeCy —CopSy  CoSOCy + SpSy (5.5)
SO -SoCH —-CoCH

C;(0) se obtiene a partir de la latitud y la longitud geodésicas locales @, 4 (ver Ec.
(4.19)):

" Usamos la MCD con fines ilustrativos pero es valida cualquier otra representacion de la orientacion
vista en el Capitulo 3.

T Salvo indicacion expresa, consideramos la UMI alineada con la terna del vehiculo (b) o en su defecto
conocida la MCD que relaciona a ambas.
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—sen(A) -—sen(®)cos(A) cos(D)cos(A)
C, =| cos(1) —sen(®)sen(1) cos(D)sen(1) (5.6)
0 cos (D) sen(®d)

Por otra parte, si la velocidad inicial estd expresada en coordenadas geograficas,
entonces:

V/(0) = V*(0) = C% V¥(0) (5.7)

Dependiendo de las aplicaciones (ver discusion al respecto en el Capitulo 4), el modelo
de gravitacion, requerido en las Ecs. (5.3), podra basarse en: a) la expansion en

armonicos esféricos (4.36) para g, (A, ®, ,r) calculada en funcion de las coordenadas

esféricas del vehiculo o b) en la gravitacion normal expresada en funcion de las
coordenadas cartesianas terrestres del vehiculo. En ambos casos, los desarrollos son
truncados a un orden n=np,x compatible con la precision requerida. En el primer caso,
se usard la siguiente secuencia de transformaciones para obtener las coordenadas
esféricas del punto P:

1) r=[P|; PC=CP’ (5.8)
2) ®_ =arcsen(z’/r); A=arctan(x‘/y") (5.9

Con C{ calculada mediante la (4.12). Para calcular luego g; = Cig; (A, ®_,r) se debera
actualizar C. = C!C‘ mediante las Ec. (4.12) y (4.14).

En el segundo caso, se podrd usar la siguiente expresion de la gravitacion normal
expresada en coordenadas terrestres {e} y en funcion también de las coordenadas
terrestres del punto P (ver Ec. (4.48)):

e

G (c,+es” +e,5' +eis°+es™.)x
T (P)=———L| (¢, +¢5" +o5' +estcs7) ) (5.10)
(d,+ds’ +d,s* +d,s°..+d,s"..)z*

En caso de requerirse las coordenadas curvilineas geodésicas de la posicion del vehiculo
se usaran las relaciones (4.21) para la transformacion P°—(A,D,h).

En la Fig. 5.1 se resume la mecanizacion de las ecuaciones de navegacion en

coordenadas ECI (Ecs. (5.3)) ejemplificadas para el modelo de gravitacion normal en
coordenadas terrestres.
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Y, (P9)

Ve(to)l Pe(to)l
J ] L
Acelero- B
metros Vi ‘
Giros- : C! : —
copos D J.C;S(mfb) ’ !Orlentacmn I.,

Figura 5.1: Mecanizacion de las ecuaciones de navegacion en coordenadas ECI.

La orientacion del vehiculo respecto de la terna de navegacion queda determinada por
C, . En la practica, en lugar de integrar la ecuacion diferencial matricial no lineal (5.3)
que requeriria actualizar 9 parametros redundantes (ver Capitulo 3), como se vera en el
Capitulo 7, se procede a integrar numéricamente la ecuacion del coneo (3.98) de
dimension 3 que da el angulo vectorial de rotacion instantaneo entre ambas ternas. Con
base en este angulo, la MCD y el cuaterniéon correspondientes pueden luego ser
calculados, respectivamente, mediante las (3.24) y (3.62).

5.2 Ecuaciones de Navegacion en Coordenadas ECEF.

Derivando dos veces respecto del tiempo la relacion: P’ =C.P¢ y recordando que

e A e . .
o; = Q°= constante, se obtienen sucesivamente:

P'=C/P°+CP° = CiS(0’)P°+ C P

- . . , . . (5.11)
P' = C,S(Q;)S(Q;)P*+ C,S(Q)P° +C S(Q)P* +C,P°

Usando la notacion producto vectorial y después de reordenar términos, se obtiene el
vector aceleracion inercial en coordenadas terrestres:

[P'] = CP' = O x (€ x P*) +2( x P*) + P* (5.12)

Substituyendo en la ecuacion de Newton (5.2) re-expresada en coordenadas terrestres,
se obtiene:

[P/ = Q0 x (@ x P*) +2(Q x P*) + P = g° +f° (5.13)

De la cual, después de introducir la velocidad del vehiculo relativa a la Tierra definida
como: V¢ 2 P¢ y la expresion de la gravedad en coordenadas terrestres:

g (Q,P) =g, (P7) — Q. x(Q; xP°) (5.14)

117



Martin Espafia Comision Nacional de Actividades Espaciales

se obtiene la correspondiente ecuacion fundamental de la navegacion en coordenadas
ECEF:

P* =V =CiH” +g°(Q°,P°) - 2(Q x V°) (5.15)
El ultimo término de la (5.15) se denomina aceleracion de Coriolis en honor a su

descubridor. Una vez mas es necesario completar la Ec. (5.15) con la cinematica de la
orientacion:

C: = CiS(0),) = C:S(0), — Q) = CiS(e),) - S(Q)C: (5.16)

En la anterior se us6: ®’, =), —Q’, la linealidad del operador S() y las relaciones

(3.20). Resumimos las anteriores en las siguientes ecuaciones del estado cinematico o
de navegacion en coordenadas ECEF representadas en el diagrama de la Fig. 5.2.

P =V* ;. PO =P¢
VO=Cif" +g°(Q,P)-2(Q xV*);  V(0)=V, (5.17)
C; = C;S() — S(2)C; ;G (0)=C;,

Las condiciones iniciales de posicion y velocidad son similares a las determinadas para
la terna ECI (ver Ecs. (5.4) y (5.7)), mientras que para el calculo de la orientacion inicial
son utiles las ecuaciones (5.5) y (5.6). Respecto del calculo de la orientacion, es valido
nuevamente el comentario al final del Parrafo 5.1.

v (P)
Ve(fo)l Pe(fo)l
f 16+ X ] I P

\ 4
@)
> &

Acelero6-
metros \'A
2(Q: x V)«
.y 0 + Cb . .
Girds- Piny I C:()S(0),) < !Orlentacu')n I-;
COpos [ -
(’oie *

C €2

Figura 5.2: Mecanizacion de las ecuaciones de navegacion en coordenadas
ECEF.

Como fuera sefialado en el Capitulo 4, en la mayoria de las aplicaciones atmosféricas y
suborbitales, la gravedad normal y es una aproximacion suficientemente precisa de la
gravedad. Vista la formulacion cartesiana terrestre de la (5.15) resulta muy conveniente
en este caso el uso de alguna de las aproximaciones de y°(P°) estudiadas en el Capitulo
anterior representadas por las Ecs. (4.48) 6 (4.51). En efecto, estas expresiones permiten
calcular directamente la gravedad en funcion de las coordenadas del vehiculo segun la
terna de navegacion elegida
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Para alturas orbitales, podra usarse la expansion de la gravitacion en armonicos
esféricos expresada en coordenadas geocéntricas mediante las Ecs. (4.36) y (4.37) o
bien la obtenida a partir de la aproximacion del potencial gravitatorio con simetria axial
(4.38) hasta un orden maximo n=np,. En este caso se deberd actualizar la MCD
C!(®,,A) mediante las Ec. (4.12) y (4.14) previa conversion de coordenadas mediante

las (5.8) y (5.9).

En coordenadas LGV, el uso de la gravedad normal tiene el interés de que ésta pude
calcularse en forma cerrada en funcion de las coordenadas de la posicion. En la practica
se utilizan las siguientes aproximaciones de y con grado decreciente de exactitud y

expresadas en funcion de las coordenadas geodésicas del punto P:

0 0 0
h>0=y5(O,h) =| -y, (D, h) |=| 7, (@) [=| 0 (5.18)
_Yu(q)ah) _,y\u (q)ah) _?U (q)ah)

Donde v, (®,4), y,(®,h) son expresiones exactas publicadas en el informe NIMA-
TR8350-2 (2004) mientras que v, (D, %), y,(P,k) son las aproximaciones dadas por las

Ecs. (4.44), (4.45) y (4.46). La formulacion (5.18) tiene particular interés para la
navegacion de precision en alturas atmosféricas ya que permite ser corregida usando la
Ec. (4.55) que reproducimos a continuacion:

(y+3g)m n
¥e, On®,hEm) = —| (y+82)E+7, |=—(y+3g)| &+ (5.19)
dg+7v, ly

en funcién de la perturbacion de la gravedad y de la deflexion vertical locales
expresadas en coordenadas geograficas, tal como se discutio al final del Capitulo 4. El
uso del modelo (5.19) de la gravedad normal requiere, por una parte, implementar la
transformacion P°—(A,®,/4) mediante las relaciones (4.21) y por otra actualizar la MCD

C;, usando la expresion (5.6) para obtener:
g (L ®.h) = Cig* (1. @, h) = Coy* (0., h) (5.20)

El diagrama de la la Fig. 5.2 resume la mecanizacion de las ecuaciones de navegacion
en coordenadas ECEF (Ecs.(5.17)) ejemplificada para el modelo de gravedad normal
dado por las Ecs. (4.48) 6 (4.51).

5.3 Ecuaciones de Navegacion en Coordenadas LGV.

La mayoria de las aplicaciones aeroespaciales o terrestres y aun ciertas satelitales,
utilizan necesariamente como referencia de posicion alguna terna fija a la Tierra, en
particular la terna ECEF. Las ecuaciones de navegacion en coordenadas LGV describen
la orientacion del vehiculo respecto de esta tltima terna, en tanto que, como veremos su
velocidad y posicion referidas a la terna ECEF aunque expresadas en coordenadas LGV.
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Partiendo de la relacion entre las coordenadas terrestres y las coordenadas geodésicas de
un punto P para o0 en (4.23) y de la velocidad terrestre V¢ 2 P¢ y definimos:

vt 2 Clve = CZPe ("Ground Speed") (5.21)

Notar que V" es la velocidad del vehiculo respecto de la Tierra expresada en
coordenadas "n". Por definicion la velocidad del vehiculo respecto de la terna LGV es
nula. Derivando ahora V" respecto del tiempo se tiene:

V"= C'S(0, )P+ C'P° — P°=C°V"-S(0°,) P°=C:V" +S(w°) P°  (5.22)

Sustituyendo en la (5.12) después de usar la relacion: S(of,)=C:S(»},)C, y de pre-

multiplicar por C., se obtiene el vector aceleracion inercial en coordenadas LGV:
[P =V'+0! x V' +Q!x(QxP")+2(Q! xV") (5.23)

Comparando con la (5.12), notese el término suplementario @}, x V" de tipo Coriolis
provocado por la traslacion del vehiculo “arrastrando” consigo la terna de referencia.
Como se vera en el parrafo siguiente la velocidad angular ®

n
en?

denominada rotacion

por transporte (craft rate en inglés) y denotada de ahora en mas p”, cumple un rol
crucial en la mecanizacion de las ecuaciones de navegacion en coordenadas LGV.

A partir de la ecuacion de Newton (5.2) rescrita en coordenadas geodésicas {n} como:
[P']" =g, +1" (5.24)

y usando la (5.23) despejamos V” para obtener la ecuacion de traslacion en
coordenadas {n}:

V! =—2Q] +0,)x V" - Q) x(Q xP") + g +f"

(5.25)
=CHP +g" —(2C"Q° + 0" )x V"

La actualizacion de la MCD C!, requerida en la Ec. (5.25), se obtiene mediante la
ecuacion de la cinematica de orientacion:

C' =-S(o"

en

)C” (5.26)

A partir de C!, de acuerdo con la Ec. (4.24), es posible calcular la longitud, la latitud y
el angulo a, del vehiculo mediante:
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® =arcsen(C’ (3,3));
A =arctan(C’(3,2)/C](3,1)); (5.27)
a =arctan(C) (1,3)/CJ(2,3))

Las dos primeras de las Ecs. (5.27), junto con la altura geodésica 4, calculada mediante:

h=V" ; h(t,))=h,, (5.28)

z
determinan la posicion del vehiculo en coordenadas geodésicas.

La proyeccion instantanea de la fuerza especifica medida por los acelerémetros segtin la
terna {n} requiere actualizar la MCD C; mediante su correspondiente ecuacion
cinematica:

C; = CS(0),) = C;S(e}) - S(0),)C; = C;S(0),)~S(p" +Q)C;  (5.29)
Donde, en la ultima igualdad se uso6 la relacion:

o, =p"+C.Q; =p" + Q) (5.30)

m

Como se menciono en los parrafos anteriores, la integracion de C, y C! es sustituida

en la practica por la integracion de las ecuaciones de coneo asociadas a los respectivos
angulos vectoriales de rotacion. Esto resulta en una importante reduccion de la
dimensionalidad del problema a la vez que evita se asegura verificar automaticamente
las condiciones de ortonormalidad de las MCD.

A partir de C; y, de acuerdo con la Ec. (4.31), pueden calcularse los angulos de Euler
de la orientacion del vehiculo mediante (ver Fig. 5.3):

¢ =arctan (C)(1,1)/C!(1,2)) - oi;
0 = arcsen(C (1,3)); (5.31)
¢ =arctan (C’(2,3)/C’(3,3))

Figura 5.3: Relacion entre las ternas del cuerpo, de navegacion y geografica en
el plano horizontal.
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Dado que las coordenadas LGV son predominantemente utilizadas en alturas
atmosféricas, la gravedad g" es usualmente aproximada por la gravedad normal y" en

este caso (ver discusion relativa en el Capitulo 4). Mas aun, en la mayoria de las
aplicaciones es suficiente la ultima de las aproximaciones (5.18) lo que resulta
particularmente adaptado a esta representacion:

g'=7¢ = 0 (5.32)
_,y\U ((Da h)

En caso de que la aproximacion resultare insuficiente podra usarse alguna version mas
precisa de las (5.18) o recurrir a las correcciones (5.19).

Las ecuaciones de navegacion en coordenadas LGV se resumen en el siguiente sistema
no lineal en forma de ecuaciones de estado con @), y f° como funciones forzantes de
entrada:

Vn — szb + gn (Pe) _(29:: + pn) x Vn ;Vn (0) — VOVI

h=V! s h(t) = hy
~n n b n n n n n (533)
Ch = Cbs(mib ) - S(p + Qe )Cb 5 Cb (O) = Cb,O
C! =-S(p")C. ;Cl(0)=CL,

5.3.1 Rotacion por transporte

(Ry+h)cos® Az,
N .
O 4 Py
Meridiano de - | ¢
Greenwich — = ~s o) POE
Y. q)
R,+h=radio A P
13 tr) T
normal
() Ve
4
Xe 7\’ >

Figura 5.4: Definicion de la rotacion por transporte.

Como ya se indicd, el vehiculo “arrastra” consigo la terna LGV pudiendo alterar en el
camino su orientacion respecto de la terna terrestre ECEF. Solo los desplazamientos
verticales (en direccion U-D) mantienen invariante la orientacion de la terna LGV
relativa a la ECEF. En cambio, los desplazamientos contenidos en el plano cardinal
local (N-S, E-O) varian la orientacion relativa entre ambas ternas a la velocidad angular
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p (rotacion por transporte) proporcional a la proyeccion de la velocidad del vehiculo

sobre dicho plano. En efecto, los cambios en latitud @, longitud A y en el angulo de
deriva ¢ producen una rotacion por transporte que expresada en la terna geografica {g}
resulta (ver Fig. 5.4):

pe = PEXg + PNV TPUZy = —Ci)xg +7'\,cos(<l))yg +(7Lsen(d))+(‘>c)zg (5.34)

El signo opuesto entre ® y p, es consistente con las definiciones de ambas
magnitudes.

Para un punto genérico expresado en coordenadas curvilineas geodésicas segin
P=(D,\,h) y usando los radios de curvatura paralelo (4.6) y meridiano (4.11), del
elipsoide normal definidos en el Capitulo 4, se obtiene:

. Vv,
pp=-P=--—"t—
R, (®)+h
= L cos(P) = Ve (5.35)
P R, (®)+h '
= Asen(P) + 6 = Ltan(@) +a
Py R, (D)+h
Rescrita matricialmente, la Ec. (5.35) adquiere la forma:
_ B -
R, (D)+h
1
8 =%EVE 4z 0, KEE| ———— 0 0 5.36
P ePU R @)+ (5.36)
i 0 0 0]

Donde K® es el tensor de curvatura local del elipsoide expresado en coordenadas
geograficas. Re-expresando la anterior en coordenadas (no cardinales) {n} se tiene:

p" = CoXECECVE +z,p] =K"V" +2,p7; py=p, = Asen(®@)+a  (5.37)

Notar que, bajo el cambio de coordenadas CZ, , K se transforma como un tensor, e.d:
K" =CoHEC; y ademés que, dado que la transformacion Cj (Ec. (4.18)) deja

invariante al eje z, se conserva la componente “U” o “z” del vector p.

Como es facil mostrar mediante las definiciones:

1 S*a Cla 1 o sha |1 CaSa  CaSa
_—_ £ + — 2 + ;—= - (5.38)
R, \R,+h R, +n) R, (R +h R+n|T \R+h R, +h

m
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resulta:
1/T —l/Ry 0 VX/T—Vy/Ry
X"=|1/R, -1/T 0|=p"= Vx/Rx—Vy/T (5.39)
0 0 0 Xsen((I))Jro'c

De la ultima de las Ecs. (5.35), cuando & =0 la componente E de la velocidad induce
una componente vertical py cuya magnitud crece sin limites en altas latitudes

(®—=+m/2). Con el fin de asegurar la integrabilidad de la Ec. (5.26) cerca de los polos,

es necesario, entonces, introducir una derivada temporal ¢ # 0 del angulo de deriva, lo
que se traduce en cambios en azimut respecto del Norte geografico de la terna geodésica
no-cardinal {n} (ver inciso 4.3.3 del Capitulo anterior).

Las mecanizaciones que usan & # 0 son denominadas “de deriva de azimut” (wander
azimuth en inglés). Para la seleccion ¢ = —isen(®) resulta p” =0 y la mecanizacion
recibe el nombre de azimut libre aludiendo al hecho de que el sistema equivalente de
navegacion con plataforma no es actualizado en azimut con los desplazamientos en
longitud. Notar que en este caso & =0 en vehiculos estacionarios o moviéndose sobre
un meridiano. Es facil imaginar diversos caminos cerrados sobre la superficie terrestre
que produzcan distintos incrementos de o al final del circuito por lo que en general o no
dependera de la posicion sino del camino recorrido desde el inicio de la navegacion. Si,
en cambio, se elije & =—(Q, +A)sin®, lo que equivale a p” =—Q”, la componente
vertical local de la velocidad angular de la terna de navegacion respecto de la terna

n
in,z

inercial es tal que ®; . =p- +Q7 =0. A esta mecanizacion se la denomina de Foucault
ya que reproduce el comportamiento de una terna sobre el conocido péndulo que lleva

su nombre. También en este caso p” es finita en latitudes polares: p7(® = i%) =35Q,.

Rot. inercial | Rot. inercial
Mecanizacion pr a . n vertical en los
z vertical ®;, .
’ polos
Apuntamiento . o . Q +1—>oo
al Norte Asin @ a=0=0 (Q,+A)sin® Vo
Azimut Libre =0 & =—Asin ® Q,sin® Q,
Foucault -Q,sin® | a=—(Q,+ A)sin @ =0 =0
Unipolar . . Msin® —1)+ )
— v D=4+T
Hemisf. Norte Msen® -1 o =—A Q, sin® e ( +A)
Unipo]ar - . . X(sin O+1)+ 0
. = . (D=-
Hemisf. Sur Msin®-+1) a=2 Q,sin® ( A)

Tabla: 5.1: Selecciones usuales de p’ .
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La tabla 5.1 resume las caracteristicas de las selecciones de p, mas utilizadas en la

practica, mientras que la Fig. 5.5 muestra esquematicamente la mecanizacion de las
ecuaciones de navegacion en coordenadas LGV. El recuadro indicado en la figura
como plataforma analitica concentra el calculo de la transformaciéon de coordenadas
entre la terna del cuerpo y la terna {m}. Su nombre ese motivado por los sistemas
clasicos de navegacion que utilizan como referencia una plataforma estabilizada
respecto de esta ultima terna.

fi——-—=-- -
I n
| Plataforma | V(@ h) |[e——— < O\ A
| analitica | \4R
I »
I
fbl N~ " I Y+ vy V" Vz h R
Acelero- —C, jlt(} J' R
metros : : ?
: O)b,l : (ZQZ +p")><4' h tO) CZ 3\,|fg’e’(p
Girds- g‘z‘i y C'(HS O)b L | v 3 P>
copos b A I »(OS(@,,) o> Calculo de |» J.S(p")CZ >
) p" D, 0

+épn : -
+ Q n
~ < Ce 4—92

Figura 5.5: Mecanizacion de las ecuaciones de navegacion en coordenadas LGV.

5.4 Dinamica Inestable de las Ecuaciones de Navegacion

Las ecuaciones de navegacion poseen, como veremos, dinamicas inestables que si no
son debidamente tenidas en cuentas se traducen en divergencias numéricas en los
sistemas de navegacion “strap-down”. El sistema de coordenadas mas apto para estudiar
esta dinamica es el LGV por lo que en lo que sigue adoptamos esta terna de referencia
para describirlas. Consideremos la componente z (vertical geodésica local) de la
ecuacion diferencial (5.25), llamada del “canal vertical”, con condiciones iniciales

respecto del elipsoide normal: A(z,)) y fz(to) =V.(t,).

VI=h=cl(Ve,V,)+ve(®,h)+ f!

n A n n n n n (540)
L) 2 =07 +2Q0)xV" | =V, (p, +2Q)) =V, (p, +20)
junto con la aproximacion lineal de la gravedad normal (ver Ec. (4.45)):
\ ook (RY
Vi@, k) = y(®)| 1-2(1+ f+m—2fsin’ (D)) =+3| =
N (5.41)

= —y(cp)[l - 2A(cp)ﬂ +O(h)?
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Denotando con ” los valores correspondientes a las estimaciones de las magnitudes
reales, estudiamos ahora los efectos sobre la solucion de las (5.40) y (5.41) de un error
en las condiciones iniciales:

Sh° = Sh(ty) £ h(ty) — h(ty)

.o . (5.42)
8V =8i(ty) 2 V. (1g) - V. 1)

n
z

Como es facil advertir, la componente c¢. del término aditivo de Coriolis es

independiente de 4 y V, . Esto permite, en primera aproximacion, aislar la dindmica del
canal vertical de la del canal horizontal (componentes sobre el plano horizontal local).
Suponiendo conocida la componente de la fuerza especifica f)', la parte lineal de la

propagacion en el tiempo de los errores iniciales (5.42) queda descrita por la siguiente
ecuacion diferencial lineal:

Sh(t) 2 h(t)— ;?(z) =" (D,h)—y" (D, h) ~ 2028k (7) (5.43)

Donde o (®) 2 \/y((ID)A(d))a_l es la llamada “frecuencia de Schuller”. La ecuacion

caracteristica: A —2m? = 0 tiene como raices en latitudes medias:
hs = 220, (P) ~ £0.0012+/2 sec™ (5.44)

La raiz positiva origina una dindmica inestable resultando en un crecimiento
exponencial de 6A(t) y dV,(¢) para cualquier error inicial distinto de cero. A modo de

ejemplo, un error inicial: 8h(%,)=0; 8V (ty) =1m/s producird al cabo de 15min un

error en la posicion vertical de 1300m! Este mecanismo es consecuencia de la doble
integracion realimentada con el modelo de la gravedad (ver las Figs. 5.1, 5.2 y 5.5) y,
por tanto, resulta inherente a las ecuaciones de navegacion. Claramente, las
consecuencias negativas de la inestabilidad vertical seran mas acentuadas mientras mas
prolongada sea la navegacion. Para evitar sus efectos se requiere poder actualizar
periddicamente el estado de la navegacion utilizando alguna medicion independiente de
las medidas inerciales. La introduccion de filtros de fusion de datos que da lugar a la
técnica de navegacion integrada desarrollada en el Capitulo 10 es la manera natural de
subsanar este problema. A continuacion presentamos una solucion ad hoc cominmente
utilizada en la aeronavegacion.

5.4.1 Filtro Estabilizador del Canal Vertical

En aeronavegacion es comun usar la medicion independiente de la altura provista por un
baro-altimetro. Esta medicion se caracteriza por ser estable en periodos prolongados
aunque adolece de ruido de medida y retardos propios de los fendmenos aerodinamicos
involucrados. El filtro estabilizador del canal vertical combina la medicion del baro-
altimetro con las de la unidad inercial y permite medir en forma estable tanto la altura
como la velocidad vertical sin alterar mayormente el ancho de banda de la medicion
inercial. El resultado es también conocido en la literatura como altimetro “baro-
inercial” (Kayton/ Fried, 1997).
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Supondremos la medicion del baro-altimetro h afectada por un error lo que conduce al
modelo:

h=h+g, (5.45)
Reescribimos la Ec. (5.40) en forma de ecuacion de estado:

h=V. s h(ty)=h,

. (5.406)

V.=V V) +v( Q.0+ 75 V() =V
Si bien las causas de las divergencias del modelo (5.46) respecto de la realidad pueden
ser muy variadas, para demostrar los efectos del filtro estabilizador sobre la
inestabilidad del canal vertical bastara suponer solamente desconocimiento en la
posicion y la velocidad iniciales y un error de medicion en la fuerza especifica. Para
ilustrar el concepto se supondra ademas que el canal horizontal provee sin errores los
valores de Vyy V,. Denotando con (; y &, respectivamente, a la altura y la velocidad
vertical provista por la mecanizacion numérica del modelo (5.46) perturbado por los
errores de medida y afectado por sefiales de compensacion u, y u,, dicha mecanizacion
es describe mediante:

=G, +uy, s Cy(t,) = hty)

. ~ . (5.47)
= c;(Vx:Vy)"'YZ(q)aC])"'fz" +uy; Cy(1) =V.(1)

Donde " = f +b" es la medida acelerométrica de la fuerza especifica afectada por un
sesgo desconocido b" posiblemente "lentamente" variable. Definimos ademas: ¢, = b”

a la estimacion disponible de b y agregamos a las Ecs. (5.47) la ecuacion:

& =u, (5.48)

A continuacién imponemos la ley que genera las sefiales de compensacion con 4y, k> y
k3 a determinar:

u = _k1(C1 _hA)
u, =k, (G, —h) -G, (5.49)
u, =~k (G, ~h)

Las (5.47) realimentadas con las (5.48)/(5.49) conforman el filtro de estabilizacion del
canal vertical representado en el diagrama de la Fig. 5.6. Para analizar su
comportamiento definimos el vector error de estimacion:

g—h] [6h
e2| ¢, -V, |=| oV (5.50)
C;—br] | 8b]

127



Martin Espafia Comision Nacional de Actividades Espaciales

Restando las (5.47) de la (5.46) luego de introducir la ley de realimentacion (5.48)-
(5.49) y teniendo en cuenta la (5.45), se obtienen las ecuaciones de estado que
satisfacen las componentes del error definido en la (5.50):

e =e—k(G _fl) =e,— k(e —¢;)
&y =y2(D,8)) —vI(D, 1)~ ky(C, _g)_‘% 5203?31 —ky(ey—¢;,)— e (5.51)
e = ‘i3 =—k;(C, _il) =—k3(e; —¢)

Las cuales son rescritas matricialmente como

—k 10 ky 8h(ty)
e=| -k, +20° 0 —lle+|k, |g,; e(ty)=|8V.(t,) (5.52)

con condiciones iniciales e(#,) desconocidas. Como es sabido (véase por ejemplo Kuo,

1995), el sistema (5.52) es exponencialmente estable para valores ki, ky, ks tales que las
raices del polinomio caracteristico de la matriz de la dindmica tienen parte real negativa

PV =L+ 1k + Ak, - 20,)—k, =0 (5.53)

Esta condicion asegura que €(¢) tiende exponencialmente a cero, con lo cual, en estado
estacionario, (é(#) =0 en (5.52))si g, <o = ||e(t)|| <oo,Vt2>1t, lo que garantiza errores
acotados en altura para cualquier error inicial aun con sesgos acelerométricos. En
particular, si g, =0= ||e(t)|| — 0, t > . Del mismo analisis en estado estacionario se
advierte que para ¢, lentamente variable, independientemente del valor desconocido

del sesgo b, resulta 6h —¢, (el error en altura esta acotado por el error del

z

baroaltimetro) y el error en la velocidad vertical es tal que e, =3V, — 0. Mas atin, el

filtro provee una estimacion asintotica del sesgo: l;z”(oo) con error de estimacion
independiente de los valores de k; dado por (ver (5.44)):

ey(00) = 8b" (0) = 20%¢, £3x1068,{ mz} (5.54)
seg

Debe contrastarse este resultado con los errores linealmente creciente en velocidad y
cuadraticamente creciente en altura que producen los sesgos en los acelerometros al

integrar las ecuaciones de navegacion.

A continuacion ilustramos un disefio posible del filtro estabilizador. Para una dada
constante de tiempo 7>0 elegimos las raices del polinomio (5.53) tales que

M=-Von, ==V (5.55)
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Y:(q)an):
b
\ ¥
AN
A

=t

[(29” + p”)x_V"l

¢, (=)
k3j

Figura 5.6: Mecanizacion del filtro estabilizador vertical.

A

Lo cual corresponde a un coeficiente de amortiguamiento de los polos complejos de
£ =cos(45")=0.707 . De las condiciones anteriores y del polinomio (5.53) surgen los
siguientes valores de ;:

k. :%; k, :%2 207 :%3 (5.56)

Para el disefio debe tenerse en cuenta que si se desea seguir cambios rapidos de altura se
deberd aumentar el ancho de banda lo que redundard en un empeoramiento de los
efectos del ruido en la medicion barométrica. Por otra parte, una dindmica lenta
atenuara los efectos del ruido de medida pero acentuara los efectos de los errores de los
acelerometros y de las condiciones iniciales. Cuando las estadisticas del ruido ¢, y del
error en los acelerdmetros son conocidas es posible estimar Optimamente tanto las

variables {; y &, cuanto el sesgo acelerométrico (3 y el error del baro-altimetro
mediante el Filtro de Kalman. Esto sera objeto de Capitulo 10.

Para el disefio determinista las constantes de tiempo usuales van entre 40seg a 400seg.
Adoptando un valor de T=100seg, las constantes resultan:

k, =3.0x107seg™"; k, =4.0x10 *seg™ k, =2.0x10"seg" (5.57)
Como se advierte, el filtro goza de multiples ventajas: a) hereda la estabilidad propia del
baré-altimetro, b) tiene una respuesta en frecuencia mucho mas alta que éste y definible

por disefio, ¢) permite medir la velocidad vertical y d) goza de cierta insensibilidad en
baja frecuencia a los errores acelerométricos y del modelo de gravedad.
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Capitulo 6
Modelos y Dinamicas
de los Errores de Navegacion

Los parametros de navegacion de un vehiculo evolucionan segun las soluciones de las
ecuaciones cinematicas a partir de las condiciones iniciales reales y en funcion de las
magnitudes, también reales, de la fuerza especifica y de la velocidad angular inercial.
Aunque pueda decirse que las ecuaciones cinematicas sean las mas exactas que se
conocen, el estado real x y el calculado x difieren por 3 razones:

a) Errores entre las magnitudes inerciales calculadas con el modelo y los valores
reales p(t) que impulsan al vehiculo debido al ruido y a errores paramétricos.
b) Diferencias entre la condicion inicial real x(#,) y su estimacion X(z,),

¢) Errores en el modelo de gravedad.

Como consecuencia de lo anterior, también se apartan de sus valores reales las salidas
modeladas que denotamos en general con y(t). Los aspectos generales del problema
pueden describirse mediante el esquema de la Fig. 6.1.

x(%) l

| Vehiculo, real
=9
I X=1

—>
4 Mecanizacion de
< ) » navegacion: X
gp () T -Parametros de los sensores
*” " _Modelo de gravedad

Figura 6.1: Comportamiento diferencial entre el vehiculo real y la
mecanizacion de navegacion.

En este Capitulo se describe la dindmica de los errores en los pardmetros de navegacion
y en otras variables calculadas por un sistema de navegacion inercial de tipo
"strapdown" para las diferentes mecanizaciones estudiadas en el Capitulo 5. El interés
de un tal modelo diferencial es multiple. Por un lado permite evaluar la sensibilidad del
error del estado cinematico respecto de las distintas fuentes de incertidumbre presentes,
lo que hace posible determinar, a priori, el "presupuesto”" de errores del sistema de
navegacion en funcion de la calidad de la instrumentacion, de la precision del modelo
de gravedad y de la incerteza de las condiciones iniciales. Por otro lado, el modelo de la
sensibilidad serd usado para propagar la matriz de covariancia del estado cinematico
requerido por los algoritmos de navegacion integrada basados en el Filtro de Kalman
Extendido, objeto del Capitulo 10. Como aplicacién practica de esta herramienta

131



Martin Espafia Comision Nacional de Actividades Espaciales

presentamos en este Capitulo un analisis del comportamiento de la funcién girocompas
de un sistema de navegacion usado para alinear un vehiculo en reposo.

6.1 Dinamica de las pequeiias perturbaciones

El método que usaremos para describir la dindmica de los errores del algoritmo inercial
es el llamado de las pequerias perturbaciones. Para una dada variable v de valor
posiblemente desconocido y dada su estimacion Vv, definimos la desviacion de la
primera respecto de su valor estimado como:

SvEv-Vv (6.1)

Consideramos la siguiente ecuacién del estado xeR" con funcion forzante ueR™,
vector de salidas yeR® y condicion inicial x° en =, :

x =f(x,u); x(z,)=x"

¥ = h(x.u) (6.2)

Denotamos con X(¢), y(¢); t > ¢, a la solucién del sistema (6.2) cuando las condiciones
iniciales y la funcion forzante se reemplazan por valores estimados o medidos.

0 (6.3)

En un sistema de navegacion inercial, las ecuaciones (6.2) o (6.3) son las ecuaciones
cinematicas. Las soluciones de la primera representan, en teoria, la evolucion real del
estado cinematico mientras que las de la segunda corresponden a la evolucion de la
solucion calculada en base a valores estimados, ya sea de las magnitudes inerciales o de
las condiciones iniciales.

Suponiendo continuidad en la derivada primera de las funciones f y h respecto de sus
argumentos, después de sustraer (6.3) de (6.2) y junto con la definicion (6.1) se tiene:

ox = f(x,u) - f(x,0); &x(z,)=x"—-%
=f_(%,0)x + £ (X,1)5u + o([5x],[|5ull) (6.4)
8y =h_(%,0)8x +h, (%, 0)5u + o(I5x/, I5ul)

Donde g, es la matriz jacobiana de una funcion vectorial g respecto de su argumento y
o(||8x||,||6u||) es tal que:

o((15xl, |5ul)
[8x]—0 (”6X”2 + ”811”2 )1/2

52l —0

El método de las pequefias perturbaciones consiste en despreciar los términos no
lineales en la Ec. (6.4) y describir la evolucion temporal de las desviaciones mediante
las ecuaciones de perturbacion lineales:
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x=f_(X(1),8(£))0x +f, (R(¢),8(1)du ; dx(t,) =%’

dy =h_(x(¢),u(z))dx + h, (x(7),u(z))du (6:5)
Las soluciones de las ecuaciones lineales variantes con el tiempo (6.5), llamadas
funciones de sensibilidad en un contexto mas general, describen la evolucion temporal
de la parte lineal del error de la solucion de (6.3). Las funciones forzantes de estas
ecuaciones son los errores de estimacion o de medida de las funciones forzantes reales
desconocidas y sus condiciones iniciales el error en la estimacion del estado inicial.

Por el principio de superposicion (valido para sistemas lineales) es posible calcular, a
partir de estas ecuaciones, los efectos individuales de las perturbaciones ya sea, sobre
las condiciones iniciales o sobre las funciones forzantes. Esto permite establecer el
presupuesto de errores que consiste en distribuir el error total segun cada una de sus
causas. Volvemos ahora a las ecuaciones cinematicas formuladas en Capitulo 5.

6.2 Dinamica del error en la MCD

Como se mostro en el Capitulo anterior, las ecuaciones de navegacion requieren
proyectar la fuerza especifica, medida en la terna del cuerpo {b}, sobre la terna de
navegacion elegida que denotamos genéricamente como {v}. Cuando {b} rota respecto

de {v} ala velocidad angular  , (como se muestra en la Fig. 6.2), dicha proyeccion se

calcula mediante la MCD C;, solucion de la ecuacion cinematica (ver Parrafo 3.3.2 del
Capitulo 3):

C; =C;S(w!,) =C;S(0),) - C;S(w’,)

v b v v v v (66)
=C,S(m;)-S(®,))C, 5 C,(5)=C,,

En la cual se us6 la relacion: o', = o), -’ .

1A%

Figura 6.2: Dinamica del error de la MCD.

Si en un dado instante 7, la terna "de llegada" { v} de la transformacion de coordenadas
C, difiriese de la terna estimada {V } en un angulo suficientemente pequefio 69\/0 (en

el sentido positivo indicado en la figura), a partir de #, la derivada temporal de la
diferencial de la MCD 8C} ~ C;} —C;, para |60v <1, definida al final del parrafo 3.6,
resulta de perturbar diferencialmente la Ec. (6.6):
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5C; = 5C;S(w},) + C;S(8w),) —S(®},)5C; —S(8w,)C;: 8C;(1,) =5C; 6.7)

De acuerdo con la Ec. (3.47) del Capitulo 3, la diferencial 80,, (que para simplificar
denotamos 060,) del angulo 0, entre las ternas {b} y {Vv} se corresponde con la
diferencial de la MCD: 8C; = S(80,)C, . Sustituyendo en la anterior:

5C) =S(50")CS(0’,) — S(w!)S(50")C; + C!S(dw’) — S5, )C} (6.8)

ib ib

con condicién inicial: 8C},=S(80,, )C; . Por su parte, derivando 8C, =S(50,)C,

respecto del tiempo resulta:
5C; =S(50")C} +S(860")C} = S(50")C;S(m’,) —S(50")S(w},)C} +S(80))C,  (6.9)
Igualando ambas expresiones y luego de pre-multiplicar por C” se obtiene:
S(80,) = S(56,)S(w},) - S(@},)S(50) + S(8®},) — S(5],) (6.10)

Luego de usar la identidad (3.5) del Capitulo 3, despejamos 665 para obtener la
ecuacion para la diferencial angular

=380’ =30’ x0), +C,80), -5, (6.11)

Un procedimiento similar, pero partiendo de la diferencial 8C} =C;S(50°),

correspondiente a la primera de las Ecs. (3.47), conduce a la ecuacion alternativa de la
anterior:

80 = 30" x @’ +de’, — C 80!, (6.12)

que, como el lector podra verificar, pudo obtenerse directamente transformado la Ec.
(6.11) mediante el cambio de coordenadas: C’50" = 350" (Ec.(3.44)).

Notar que se supuso al error angular concentrado en la terna de llegada. Esta
convencion, que se adopta en lo que sigue mientras no se advierta lo contrario, es
justificada por el hecho de que, como se vio al final del Parrafo 3.6 del Capitulo 3, es
imposible distinguir la contribucion al error angular total de las desviaciones angulares
en las ternas de partida o de llegada.

Los casos mas usuales de propagacion del error angular considerados a continuacion
resultan casos particulares de las Ecs. (6.11) y (6.12).

6.3 Dinamica del error de navegacion en coordenadas ECI

Aplicando el método de las pequefias perturbaciones a la Ec. (5.3) se obtienen las
ecuaciones del error de traslacion:
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P =3V’ ; 8P'(0) =3P,

R S | (6.13)
V' =3g (P')+5C,f" +C,3f"; 5V (0) =3V,

Para este caso {v}={1}, por lo que ®; =dm; =0. Denotando la diferencial 80, =,

de las (6.11) y (6.12) se obtienen las expresiones alternativas para la ecuacion de
propagacion del error angular inercial:

5C, =C,S(w") = V' =y’ xa, +80;, 5 ¥'(t,) =y, (6.14)
5C, =S(y)C, = ' =C;30), LW (t) =V, '

Las funciones forzantes de las ecuaciones dinamicas del error ((6.13) y (6.14)) son los
errores en las mediciones inerciales: 8f”,8m’, agrupados en el vector dp y cuya

T
expresion en funcion de los errores paramétricos Op, =|:86T Sbr} y del ruido

g, = [&i,&i ]T se obtiene perturbando la Ec. (2.13):

.| S0 - m
Sp 2 [ gfll’b} =L(n)d6+3b+E, =B, (n)dp, +§,

6.15
ey io 1110 (©1
B (W=|-—-- By Al s
P 0 i L(f") i 0 i 1
Definimos las dos formas alternativas de los errores de navegacion en R’:
v v
ox, 2|8V’ |; 8x! =| 8V’ (6.16)
SP P’

Combinando las expresiones (6.13) y (6.14), las ecuaciones de estado lineal variante en
el tiempo que modelan la propagacion de las dos versiones del error de navegacion
(6.16) resultan:

—S(@;) 0 0 |[y*] [10]
5%, =| ~C;S(f") 0 ag, /oP'|, || 5V |+] 0 I [op=FE;5x] +B;dp (6.17)
0 1, 0 SP' 100

0 0 0 1 v | [10]
5%/ =| —S(Cf") 0 og, /aP'| || 8V’ |+|0 1 |Ciop=F/ox +Bjdp  (6.18)

pi

0 I, 0 J_SPi_ 100
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Donde, og, /OP' |P,_ es el jacobiano de la gravitacion en coordenadas inerciales evaluado

en P' cuya expresion depende del modelo de gravedad utilizado. Para una discusion
sobre opciones y expresiones de la gravedad se remite al lector al Parrafo 5.1 del
Capitulo anterior, Ecs.(5.8) a (5.10).

6.4 Dinamica del error de navegacion en coordenadas ECEF

En este caso {v}={e} y o, =€Q’. Aplicando pequeilas perturbaciones a las ecuaciones

de navegacion (5.17), suponiendo QY conocida (e.d.: d®; =0) y el modelo de
gravedad normal, las ecuaciones del error de traslacion resultan:

SP¢ =3V* ;8P (0) = 8

| (6.19)
SV =3C;f" +C; 3" —2(Q; x3V*) + 3y° (P) ;3V*(0) =3V,

De las Ecs. (6.11) y (6.12) surgen las dos expresiones alternativas para las ecuaciones
de propagacion del error angular que denotamos 80, = @:

8C; =CS(0") = ¢" =0 <o) +30),  : 9"(1)) =05 (6.20)
8C;, =S(¢)C; = ¢ =9 xa}, +Cid0;,  ; ¢'(t,) =9,
Adviértase la coincidencia de la ecuaciones dindmicas de ¢” y y’. En este caso, las dos

. . 7 9
versiones alternativas de los errores de navegacion en R” son:

o o
5x¢ 2| 8V° |; ox° 2| 8V© (6.21)
oP¢ )

Combinando las ecuaciones (6.19) y (6.20) se obtienen las siguientes ecuaciones de
propagacion de los errores de navegacion en coordenadas ECEF:

—S(@)) 0 0 [ 1O
5k; = | ~CiS(F") —25(Q¢) 75|, || 8V° |+| 0 C¢ [op=F:ox; +Bdp  (6.22)
0 1, 0 | &P

SP°| |0 0

[ os@) o 0 Fec] [C 0

5% =| ~S(CLf") —28(Q) 75|, || 3V° [+| 0 € [p=Fox +BSp  (6.23)
0 1, 0 ||3P7| [0 0

Donde 75|, es el jacobiano respecto de la posicion de la expresion de la gravedad

-
normal en terna {e}.
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6.5 Dinamica del error de navegacion en coordenadas LGV

Siguiendo el procedimiento ilustrado en los casos anteriores, se perturban las
ecuaciones de navegacion en coordenadas LGV (5.33) del Capitulo 5. Teniendo en

cuenta que Q¢ es conocida se usa dQ" = 5C Q! para obtener:

SV" =3C!f" + C)3f" +5g" —(25C"Q° +3p")x V" —(2C"Q° +p")x3V"
Sh=38V"

8C; =3C;S(w},) +C;S(3w’,) -S(w”)3C; —S(dw!,)C; (6.24)
5C. =-S(3p")C. —S(p")3C.

o =p" +Q' =50 =5p" +5Q" =dp" +5C'Q

Las (6.24) requieren las diferenciales 6C; y 6C. cada una asociada a un error angular

propio aunque para ambas la terna de llegada es {v}={n}. En el primer caso, el error

angular es el error de orientacion del vehiculo respecto de la terna de navegacion. En el
segundo se trata del error angular de la terna de navegacion respecto de la terna terrestre
(ECEF) llamado error angular de posicion dado que, como se vio en el Parrafo 5.3, {n}
esta determinada por la posicion del vehiculo sobre la Tierra.

6.5.1 Error angular de posicion en terna LGV.

La notacion usual para el error angular de posicion es 60 (=380,,) de donde la

diferencial de la MCD resulta: 8C” = S(80")C" . Derivando esta expresion respecto del
tiempo se obtiene:

8C" =S(30")C" +S(30")C" = S(30")C" —S(50")S(p")C” (6.25)
Por otro lado, a partir de las Ecs. (6.24), escribimos:
8C" = —S(8p")C" —S(p")S(50")C" (6.26)

Igualando las Ecs. (6.25) y (6.26), post-multiplicando por C luego de agrupar términos
se obtiene:

S(36") =S(50")S(p") —S(p")S(30") ~S(5p") (6.27)

Usando la identidad (3.5) del Capitulo 3 se obtiene la ecuacion de propagacion del error
angular de posicion:

5C" =S(50")C" = 50" = 50" xp" — 5p” (6.28)

El lector podréa verificar que la definicion alternativa: 8C” = C”S(80°) conduce a la
ecuacion del error angular de posicion en terna {e}:
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8C" = C'S(50°) = 80° = —C*3p" (6.29)
que puede obtenerse de la (6.27) transformando 80° = C:;30".

Geometria del error angular de posicion.

Consideraremos, por un momento, las coordenadas curvilineas de latitud y longitud de
la posicion del vehiculo sin contemplar su altura geodésica 4. De este modo, serad
suficiente considerar la proyeccion de la posicion del vehiculo sobre el elipsoide
normal.

En la Fig. 6.3 se indican: la posicion real (desconocida) P que ocupa el vehiculo en un
dado instante, la posicion P estimada (calculada) por el sistema de navegacion y las
ternas de navegacion real y calculadas {n} y {n}. El error de la posicién se expresa
mediante los angulos dA y d® cuyas representaciones vectoriales, también exhibidos
en la figura, apuntan, respectivamente, en la direccion positiva del eje terrestre y en la
direccion —E (O) local. La figura muestra también el error en el angulo de deriva oc.
entre ambas ternas que dependerd de la mecanizacion elegida (ver Tabla 5.1).
Suponemos {n} y {n} distantes de un pequefio angulo vectorial 60" =0,

nn*

Figura 6.3

De la geometria de la Fig. 6.3 resulta la siguiente relacion entre (8A,8®,00t) y las
coordenadas {g-ENU} de 660° :

00 Y 0 -1 0][&n

30¢ =80, |=| OAicos® |=[cosd O 0] 3D (6.30)
50, Ol sin @ + dal sin® 0 1] doa

Como las ternas {g-ENU} y {n} difieren en el angulo ae_, de la anterior resulta:

cosa seno. O 0 -1 0} oA cosPsena. —cosa 0| OA
30" =| —senat cosa 0| fcos® O O 3D |=|cosdcosa sena 0| 3P [(6.31)
0 0 1|{sin® O 1] o« sin® 0 1] da
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Conocido (o estimado) 80" se podran calcular las correcciones en las coordenadas
curvilineas 81 y 8@ y en el angulo de deriva dou por simple inversion de la Ec. (6.31).

O\ | | sena/cos @ cosa/cos® 0
0D |=| —cosa seno. 000" (6.32)
oo —senatgd —cosoug® 1

El diagrama de la Fig. 6.4 muestra las 3 ternas en juego del problema: la ECEF {e}, la

LGV {n} y la terna de navegacion calculada {n} = {c}. La MCD (calculada) é: es la
estimacion de la MCD C.. La primera vincula las ternas {e} y {n}={c} y la segunda
{e} y {n}. Los errores oA, 6@ y 6o determinan el error angular de posicion 60" =0,

n,n

que vincula las ternas {n} y {n} = {c}. En funcién de 60" se obtiene:

C(50")=C'C =C! =C" =exp(S(50")) (6.33)

C(0")=C ———_
Ye

Xn

K Ye C" (A +8, D+ 5D, 0+ 80) =C:
Cl:(?\,,@,a) Ze /
S— ¥
X

e

Figura 6.4: Geometria del error de posicion angular.

6.5.2 Error de orientacion o error angular de plataforma.

En este caso usamos la notacién 80 , = ¢ . Sustituyendo la diferencial 3C; = S(¢")C;
en la 3* ecuacion de las (6.24) se obtiene:

5C; =S(¢")C;S(w;,) + C;S(8w;,) — S(8w;, )C; —S(w;,)S($")C; (6.34)
Por otra parte, de la definicion del error de plataforma, surge:
8C; =S(9")C}; +S($")C;, (6.35)

Igualando (6.34) y (6.35) luego de agrupar términos pos-multiplicar por CZ e introducir
la identidad (3.5) del Capitulo 3, resulta:

139



Martin Espafia Comision Nacional de Actividades Espaciales

S(4") =S(¢")S(®],) — S(e],)S(®") - S(BoL,) + CiS (3w}, )C"

" (6.36)
= S(d)n X ('olnn) - S(Bmlnn) + S(S(D:lb
3o’ se obtiene de la ultima de las (6.24) introduciendo 8C” = S(86")C" :
do), =38p”" +8Q) =5p”" +S(80")CIQ; =5p" — Q) x 50" (6.37)

Sustituyendo (6.37) en (6.36) y reagrupando términos, se obtiene la ecuacion para el
error de plataforma.

" =" x o, S0, +&" =¢" x o], —3p" +Q; x50" + 5o, (6.38)
=" X (Q +p")+ Q" x 50" —8p" + C} o),

El lector podra verificar que, el uso de la definicion alternativa de la diferencial:
8C; 2 C)S(¢") conduce a la siguiente expresion equivalente que también puede

obtenerse a partir de la (6.38) usando la transformacion: ¢" = C;¢”

8C) = CrS(9") = ¢" = ¢ x 0, - C(8Q" + 8p") + b)), (6.39)

Geometria del error angular de plataforma.
Como fuera mencionado en el Capitulo 5, la transformacion de coordenadas

caracterizada por éZ (o qp) calculada por el algoritmo de navegacion “strap-down”

refiere la terna del cuerpo a la plataforma analitica (ver Fig. 5.5). Los errores de
computo hacen sin embargo que esta ultima difiera de la terna de navegacion local en
coordenadas LGV. Por esta razéon distinguimos la terna “de llegada” de la

transformacion estimada C} de la terna “de llegada” de la transformacion C”,
denotando a la primera terna {p}.

Dado que es usual en la practica, que la orientacion del vehiculo sea caracterizada por
los angulos de Euler: y (rumbo), 6 (pitch) y ¢ (roll) (definidos en el Parrafo 4.2.5 del
Capitulo 4), interesa relacionar al error de orientacion de plataforma ¢ con las

desviaciones de esos angulos. Para esto partimos de la transpuesta de la matriz en la Ec.
(4.31) que reescribimos transponiendo cada uno de sus términos, segun:

n b’
cy ct

G, =((-n/2+y)@z")O@ )" ) (-(9+m@x") = C}Cy (6.40)

Con:
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cosOseny —cosy —senfseny || 1 0 0
C;=C;C) =|cosOcosy seny —senOcosy ||0 —cos@ sen@
senf 0 cosO 0 —senp —cos@
COSy CoCy+SeSOSy —SeCy + CpSOSy
= COCy —-CoSy+SpS0Cy  SoSy + CpSOCy
SO -SeCo6 —-CoCO

(6.41)

Por la propiedad de aditividad de las pequenas rotaciones, las desviaciones angulares
diferenciales 8¢, 80 y S\, respectivamente alrededor de los ejes x”, ", 2%, se traducen
en un error angular vectorial de plataforma:

d=—30px" +50y" +5yz" (6.42)

Teniendo en cuenta que Ce; es la i-esima columna de C, rescrita en coordenadas {n}, la
anterior resulta:

—cosBseny —cosy 0 || 5

¢'=—0¢C,e +50C; e, +oyle,=| —cosBcosy seny 0| 50
—sen 0 1

O | | —seny/cosO —cosy/cos6 0
=060 |5 —cosy seny 01]¢"

v (6.43)

dy | | —senytan® —cosytanO 1

C (v +3y,0+30,0+39) =C

C:(v.6,0)
N {b}xb _

Figura 6.5: Geometria del error de plataforma

En el diagrama de la Fig. 6.5 se representan las ternas {b}, {n} y {p} y las MCD que
vinculan las coordenadas entre cada una de ellas. El error angular ¢", correspondiente al

desalineamiento (“#ilt’) entre la terna {n} y la plataforma analitica {p} determina la
MCD entre ambas:

C(¢") =CIC" = C" =exp(S($")) (6.44)

Se indica ademas la MCD estimada (calculada) é‘; = C} funcion de los errores 3o, 66

y Oy relacionados con ¢" mediante la Ec. (6.43).
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6.5.3 Relacion entre los errores de posicion v de plataforma
Consideremos la diferencial de la siguiente composicion de MCDs:

C,=C.C:C; = 8C, =3C.C:C, +C.3C:C; +C.C:3C, (6.45)

Suponiendo sin error la MCD C; y substituyendo las diferenciales 5C; = —C’S(60") y

8C; =C}S(¢") en la anterior, calculamos:

8C; = —C/C°S(50")C] +C.C:C;S(¢")
=C;S(¢")—C.C:S(80")C; (6.46)
= C/S(@° -30") £ C; S(y")

En la ultima igualdad se introdujo la definiciéon de llamado error angular inercial
y(=y,)=¢—050. Para describir la dindmica de éste ultimo, en primer lugar

transformamos la Ec. (6.27) mediante 50” = C’30", usando o], =p" + ) — o',

30" = C2S(w},)50" + C50" = —C 30" x @;, +C: (30" xp" —3p")

b n n n b n b b b n n n (647)
=-C,80" x (0, —0;)-C8p" =80" x;, +C, (w;, x30" —5p")

Luego, restando la anterior de la (6.39) reencontramos la ecuacioén del error angular
inercial (6.14):

V' =y’ x 0l + 80k, (6.48)

Lo que resulta natural vista la definicion dada en (6.46).

/Cp\.
Voo
\

\ f

Figura 6.6: Geometria del error angular inercial.

Geometria del error angular inercial
El error angular inercial y” tiene un claro el sentido geométrico que se advierte al
calcular la MCD C; a partir de las definiciones (6.33) y (6.44):
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C, =C,C}, =exp(S(=66"))exp(S(¢")) ~ exp(S(¢" —50")) = exp(S(y")) (6.49)

Donde la aproximacion es justificada por la aditividad de los pequefios angulos de
rotacion. De la anterior resulta que y" corresponde al angulo de desalineamiento

relativo ente la plataforma analitica {p} y la terna de navegacion calculada {c}. La Fig.
6.6 resume las relaciones geométricas entre las ternas {p}, {c} y {n}.

6.5.4 Propagacion del error de velocidad

Sustituyendo las diferenciales 8C; y 8C. en la 1* Ec. (6.24) se obtiene la ecuacion de
propagacion de la perturbacion en la velocidad:

SV" =—f" x¢" —(p" +2Q/)x V" —8p" x V" —2(80" x Q" )x V" + C!5f" + 5g" (6.50)

Salvo 6g” y dp” el resto de los términos ya fueron explicitados con anterioridad.

Diferencial de la rotacion por transporte

La diferencial de la rotacion por transporte se calcula a partir de la Ec. (5.39) que
reproducimos por conveniencia:

/ Y\l £ Y\ ]
T (E - x" + (E =)y + (Asin® + a)z" 6.51
P (T Ry) (Rx T)y ( ) ( )

R +h R, +h

b

RY

,Rx

1 o[ cosasena cosasena | 1 a cos’a sen’a) 1 a senza_l_cosza
T

) N . (6.52)
R,+h R +h R,+h R +h

La siguiente aproximacion se justifica para el uso que se hara de la diferencial dp” y

para el valor nominal de la excentricidad del elipsoide normal &.

1
R,+h R,+h

R,(S) = R, (S)1+0(£*)) >

Sustituyendo la anterior en las (6.52) y luego en la (6.51) resultan

1 5[ cosasena cosasena | 0(6‘2) _
T R, +h R, +h R, +h
1 afcos’a sen’a 1 sen*a N cos’a |a 1
_— + ~ ~ = —
Ry R,+h R, +h R, +h R, +h R, +h R,
p' - Yy x" + & y" + (Asin® + a)z" (6.53)
R, +h R, +h
H—/ %/_/
~Px ~p,

De donde se obtienen las componentes segun los ejes x e y de la terna {n}:
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5w O VOh 8V, +ph
Y R, +h (Rn+h)2 R, +h
(6.54)
s o OV Wdh 8V +pdh
Py R,+h (R, +h)2 R, +h

La componente dp, depende de la mecanizacion adoptada para p, (ver Tabla 5.1).
Consideramos 3 casos:

1. Azimut libre:

p, =0=>0p, =0 (6.55)
2. Foucault:
p, =—Qsen® =—z,.Q) =-z,C,Q =
(6.56)
op, =—2,°0C.Q; =—z,.5(50")C, Q. =z,+S(Q)50"
3. Apuntamiento al Norte ({n}={g}):
tan @
a=a=0=py :ﬂ:pNtan¢:usando 0D =-80g
R, +h
PN
& = Vv, = 6.57
p R +h E (6.57)
Vg tan @
=14 0
e 1 N 1 Sh g
op® = Vg |- 0 30p — p
R, +h R, +h 5 R, +h
tan oSV Vi sec” @

Diferencial de la gravedad

La configuracion: “terna LGV + gravedad normal” es la mas adaptada a vehiculos sub-
atmosféricos tanto por su precision como por su sencillez matematica. Como se mostro
en el Capitulo 4, en la gran mayoria de estas aplicaciones resulta suficiente la siguiente

aproximacion de 2° orden (en la altura geodésica 4) de la gravedad normal en terna g-
LGV (ver Ecs. (4.44) y (4.45)):

g ~y¢=[0 vy vy] =[0 0 —y(h®)] (6.58)

2
v(h,®) =7, (D) 1—2(1+f+m—2fsin2(d)))ﬁ+3(ﬁ) J
a a

e

’YS ((D) = ye T b
V11— e’ sin’ @ GM

2 QZ 2
k =0,001931852; Itksin® —_Qa’d
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En las aplicaciones en que se requiera mayor precision podra adoptarse la gravedad
normal corregida mediante el uso de las anomalias 8g, & y m expresada por la Ec.
(4.55) que aqui reproducimos.

(y+0g)n
gf =y (ND,hEn)=—|(y+32)E+7, (6.59)
Sg +Yy

Siendo la (6.58) un caso particular de la (6.59) para &=0g=n=0, establecemos la
diferencial de esta ultima:

i 3R] | v(h,d)3R
8g® = —(8y(h,®) +85g)| & | -(v(h,D))| 8 | = | v(h,D)oE (6.60)
1 0 (8y + 85g)

Con: Sh2h—h; D2 d—d; 55g25g—dg; dn2n—1; 662 E—E, y ademas:

Sy(h, @) = GY(;’IGD) Sh + &ygg ®) s (6.61)

Finalmente, definiendo el error en el angulo vectorial de deriva como:

So" £[0 0 8a]T y 8o = o — @ se obtiene 8g” mediante:

5g" = 5Chg? +Chdg? = S(5a)Chg® +Chdg? = daxg" +Chogt (6.62)

6.5.5 Ecuaciones generales de la dinamica del error en terna LGV
A continuacion resumimos las ecuaciones lineales del error en terna LGV ((6.27), (6.38)
y (6.50)). Para simplificar usamos: v" £p” +2Q" , f" = Cif’ Q" = C"Q°.

§" = -S(0,)p" +S(Q})30" —8p" + Cj30y,
SV" = -S(f")" —S(0")SV" +S(V")[8p" —28(2")30" |+ C 5" + 58"

. (6.63)
30" = -S(p")d0" —5p”
Sh=238V"
Con:
-g, -5V, —p,h
1
5g" = dou+C"8g%; dp” = V. —p,dh 6.64
g g, |oa+C.og P Ranl O Py (6.64)
0 8p, (R, +h)
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Definiendo al error de navegacion en terna LGV como:
sx"2[(@") (BV') (80") 8h] eR™; (6.65)

mediante sustituciones adecuadas, las ecuaciones (6.63) adoptan la forma general de
ecuacion de estado lineal variante con el tiempo:

5%" = F"(1)8x" + B" (1)dp + Gog” (6.66)

Donde F"(r) e R"*’ y B"(f) e R'*® son matrices con coeficientes dependientes del

tiempo, en tanto que G =[0,, 7, 0,.] .

6.6 Ejemplos de ecuaciones de errores v aplicaciones

6.6.1 Ecuaciones del error en coordenadas geograficas {g}.
La condicion de apuntamiento al Norte (a=a=3a=0) y la relacion (6.30) imponen

restricciones sobre las coordenadas de 60°. En particular, 60, y 86, quedan
vinculadas por la relacién 80, =60, tan® . Esto reduce a 2 los grados de libertad del

error 80 el cual podra expresarse ya sea en funcion de sus componentes sobre el plano
horizontal 30" =36, SGN]T o bien en funcién de dA y 6@ mediante:

1 0 0 -1

oA
80°={0 1 (80" =|cosD 0[ } (6.67)
oD

Por la misma razén, el error 0x° definido en (6.65) queda reducido al siguiente vector
de dimension 9.

Sx* 2[(¢°) (BV*)" 80, 80, 8k

(6.68)
=[()" @V @n)] eR’

Las ultimas 3 componentes de Ox corresponden al error de posicién que denotamos
dme =[50, 80, &h] . Reescribimos la Ec. (6.57) en la forma:

5p¢ =R, 8VE + R _on* (6.69)
Con:
oo 1 0 0 —ps
R, 2 1 0 0|; R £ 0 - 6.70
4 R, +h " R, +h Py (6.70)
tan® 0 0 —Vysec?® 0 —py
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Dado que en coordenadas {g} Qr=0 y Qu=Qntan®, usando la (6.67) determinamos el
producto:

0
S(Q¢)30¢ =| Q, (86, (6.71)
_QN

A partir de las (6.67) a (6.70) y usando ademas las definiciones:

0 0 pgp/(R,+h)
o = Q, 0 py/(R,+h)|; ®,=-R, (6.72)
—Qy +pysec’® 0 py/(R,+h)

Se obtiene para el término:
S(Q2£)50° —5p® =S(Q25)50° —R,8VE —R dn° =@ _6n° + @, 8VE  (6.73)

Introduciendo la definicion @, = —S(mi), a continuacion reescribimos la 1* de las
(6.63) como:

$% =@ 9% + D, 8V + @ 51 + Cfdw), (6.74)

Usando una vez mas la (6.71) junto la (6.69) después de algunas manipulaciones
algebraicas determinamos el siguiente término de la 2* de las Ecs. (6.63):

S(V")[5p" —28(Q1)30" = S(VE)R, 8VE +S(VE)| R 1¢ —28(Q8)56¢ |

(6.75)
=S(V¥)R,8V? +V, on
donde:
0 0 —pg/(R,+h)
V. £8(V¥) =29y, 0 —py/(R,+h)]|; (6.76)
2Q, —pysec® 0 —py /(R, +h)
Con las definiciones anteriores y las siguientes:
Vs 2 -S(f"); V, £-S(v¥)+S(VE)R,; (6.77)
la 2* de las Ecs. (6.63) puede escribirse para este ejemplo como:
SVE =V, % +V,8VE +V, 5n8 + C5f” + g8 (6.78)

evaluamos ahora:
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0
T n% £-S(p®)| Q. |80, —R Snf
—Q,
0 0 pr/(R,+h)
= —Py pptan® py/(R,+h)|on®

(6.79)

pN(1+se02 D) —Pr py/ (R, +h)
Mediante la cual, junto con la definicion: T)=-Ry , la 3* de las (6.63) resulta:
80¢ =T, 5V¢ + T on¢ (6.80)
Reemplazando la tltima fila de la (6.80) por la ecuacion &4 = dV}§ resulta:
on® =I,0VE +11_on® (6.81)

Con:

;1 [0 10 0 0 P /(R, +h)
m, 2 -1 00;, =|-py pptan® py /(R +h) (6.82)
0 01 0 0 0

Agrupando las Ecs. (6.74), (6.78) y (6.81), la Ec.(6.66) del error de navegacion resulta
para este ejemplo:

o, O O c: 0 Ser? 0
8% =|V, V, V. [8x¢+| 0 € |00 |+ 1 |5gf
o (6.83)
0 m, I 0 0
=F*0x® + B*6pn + Gog*

6.6.2 Error de navegacion con vehiculo en reposo en terna terrestre {g}.
La condicion de reposo sobre la Tierra impone:

VE =VE =pf =0; 0f, =QF

. ) (6.84)

CE=C8=0

Para los fines del analisis de este ejemplo y el siguiente se usara la aproximacion (6.58)

para la gravedad g*. Bajo estas condiciones la fuerza especifica y la velocidad angular

inerciales junto con sus respectivas mediciones provistas por los instrumentos inerciales
a bordo resultan:
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£ :J{b P :7717 _Sf?

b

| (6.85)
o), -0’ = ngf =0 -0 s

Las condiciones (6.84) imponen los siguientes valores para las matrices definidas en el
ejemplo 6.1:

0 0 0
@, =-S(QF); ® . =| Q; 0 0
—Q, 0 0
V, =S(1¥); V, =-28(Q5); V, =0 (6.86)

m, =0

De este modo, la matriz de la dindmica del error (6.83) para este ejemplo resulta:

0 Q, —Q, 0 (R, +m)" 0 0 00
-Q, 0 0 ~(R,+h)"! 0 0 Q, 00
Q, 0 0 —(R+h)'tand 0 0 -Q, 00
0 -y 0 0 20, 2Q, 0 00
FE2 v 0 0 20, 0 0 0 00} (687)
0 0 0 20, 0 0 0 00
0 0 0 0 (R,+m)" 0 0 00
0 0 0 ~(R, +h)" 0 0 0 00
0 0 0 0 0 10 00

Esta matriz permite extraer algunas conclusiones sobre la dinamica del error:

1. Las ecuaciones del error son invariantes con el tiempo y dependen de los valores de
la latitud @, la altura / sobre el elipsoide normal y su orientacion C3 .

2. Las componentes 80, y &k no afectan a las otras componentes de OX.

3. Los valores propios de la matriz F# estan sobre el eje imaginario. En particular,
para la latitud ®=35° y #=0 los valores propios de F? resultan:

Mo=£i1,2910x107, A3 4=%il,19x107; Ase=%i0,0729x107; A759=0  (6.88)

De estos valores surgen los siguientes periodos de oscilaciones autosostenidas: dos
llamados de Shuller: T, = 81seg; Tz 4 = 88seg y dos llamados de Foucault: Tse~ 23,93
hs. Los primeros corresponden aproximadamente al periodo de oscilacion de un
péndulo de brazo igual al radio terrestre: Tj,5, ~ +4/a/y ~ 84seg . El segundo periodo
corresponde al de la rotacion sideral terrestre .

"Periodo de rotacién de la Tierra respecto de las estrellas que difiere del dia solar de 24hs.
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-20
Figura 6.7: Respuesta del vector de error al error inicial ¢, (0)=0,1°.

La Fig. 6.7 presenta las formas de onda de las componentes del vector de error
provocadas por un desconocimiento inicial en la componte ¢, (0)=0,1°. Se destacan las

oscilaciones de Shuller moduladas por oscilaciones mas lentas de Foucault. Se advierte
una transferencia ciclica y conservativa de la energia entre oscilaciones N-S y E-O tanto
para los errores de velocidad como de plataforma. Dicha transferencia es provocada por
la fuerza de Coriolis debida a la rotacion terrestre y tiene como periodo el dia sideral
23,9hs El grafico inferior derecho muestra los errores de desplazamiento en metros
segun las direcciones E,N,U y evidencia el importante efecto que tiene sobre la posicion
cualquier error inicial de alineacion de la plataforma analitica. Las oscilaciones E,N se
corresponden con las respectivas componentes del error en velocidad, en tanto que la
componente vertical diverge como consecuencia de la presencia de polos multiples en el
origen.
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0 5 W 1w m 2 o 5 1.'0 N
Figura 6.8: Respuesta del vector de error al error inicial Vy(0)= 0,01m/seg.

La Fig. 6.8 demuestra el efecto de un error inicial en la velocidad: Vely(0)= 0,01m/seg.
Ademas de las oscilaciones propias de un sistema no amortiguado, se advierte la
respuesta en rampa de la posicion en la direccion “arriba”. Una vez mas, esta dinamica
esta asociada a al polo multiple en el origen del sistema (6.87).
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La Fig. 6.9 revela la influencia de los errores giroscopicos sobre los parametros de
navegacion. En ella se destaca la divergencia polinomial en la posicion debida a un
error giroscopico proyectado sobre la direccion Norte.

05

: : 4 : ] : DOFEIS
0 5 10 15 20 25 a 5 o 15 20 25

Figura 6.9: Respuesta del error a un sesgo giroscopico en direccion N:
en=0,1gr/hr.

De este ejemplo se concluye que aun pequefios desconocimientos en las condiciones
iniciales o errores en las mediciones inerciales pueden inducir oscilaciones indeseadas y
divergencias no acotadas en los parametros de navegacion calculados mediante la
integracion de las ecuaciones de navegacion. El fendmeno guarda cierta similitud con
el de la inestabilidad del canal vertical abordado en el Capitulo 5 aunque en este caso, el
problema no esta asociado a la dependencia funcional de la gravedad respecto de la
altura sino que es inherente a la dindmica de los sistemas no amortiguados con polos
multiples en el origen.

6.6.3 Autoalineacion de un vehiculo estacionario sobre la Tierra

El ejemplo anterior demuestra la importancia de reducir el error inicial del estado
cinematico en un sistema de navegacion inercial (SNI). Se denomina alineacion al
procedimiento mediante el cual se intenta lograr este objetivo. Un caso particular es la
alineacion de los ejes de la plataforma analitica respecto de la terna de navegacion de un
vehiculo en reposo sobre la Tierra. El procedimiento consta usualmente de dos fases
(ver Titerton/Weston, (2004)). La primera, de alineacion gruesa, utiliza normalmente
instrumentos Opticos, geométricos y magnéticos para obtener una primera aproximacion
de la orientacion inicial. A esta fase suele sucederle otra de autoalineacion fina que
tiene por objetivo reducir dicho error inicial. Para esto es posible usar el propio
algoritmo de navegacion inercial realimentado con informacion externa. En este
ejemplo se supondra que la posicion del vehiculo y la gravedad local son perfectamente
conocidas.

La Fig. 6.10 describe el modo de funcionamiento del sistema de navegacion durante el
procedimiento de autoalineacién. Este consiste en sumar a la proyeccién de las
magnitudes inerciales sobre la terna geografica local la sefal calculada mediante la
siguiente ley lineal en la velocidad horizontal:
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ut é{u“’}:K{f}:K\A’H;KeRM (6.89)
u

=

. , . L
< Mediciones < Software Orientacion

€
Girés. ‘é cO—s Navegador ~_ly posigion
) : inercial

Acels. ‘Q< Velocidad

Figura 6.10: Esquema de mecanizacion de la autoalineacion en
reposo.

K

Cabe sefialar que siendo la velocidad del vehiculo V&=0 su valor calculado V¢ es en si
mismo el error de velocidad y de acuerdo con la definicion (6.1):

V¢ = _§V¢ (6.90)

La racionalidad de la ley (6.89) radica en que, como se vi6 en el ejemplo anterior, los
errores en las componentes de la velocidad horizontal calculada son una consecuencia
“visible” de los errores de alineacion e instrumentales (ver Fig. 6.7 a 6.9). Estando el
vehiculo en reposo, su estado cinematico es constante en tanto que el estado calculado
evoluciona alrededor de este valor fijo. Siendo precisamente el objetivo de la
autoalineacion reducir estas diferencias, en lo que sigue haremos uso del modelo (6.83)
que describe la dindmica del error de navegacion.

Dado que este esquema de autolineacion no utiliza la velocidad vertical, se impone a
ésta el valor nulo de la condicion de reposo durante la autoalineacion. Asimismo, se
impone como condicion inicial de la posicion del vehiculo su valor conocido. Lo
anterior se traduce en las siguientes condiciones sobre el vector de error (6.68) y su
dinamica (6.83):

V, =8V, =8V, =0
ont =oém® =0

(6.91)

Las condiciones anteriores implican suprimir las tltimas 4 filas y columnas de la matriz

F¢ de la (6.87), de modo que el modelo lineal que describe los apartamientos de la
condicion nominal de reposo del navegador realimentado de la Fig. 6.10 resulta:

Ox = Fé8x +dp® +uf; (6.92)
Donde:
g 14
ox = ¢ eR’; w8 =K AE = -KHJx; (6.93)
3V, Vv
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20, Ve

0 | V% ]

La matriz constante K se diseiia de modo de que el siguiente sistema lineal realimentado

sea exponencialmente estable:

5% = (F% — KH)dx + op;

(6.95)

Condicion que es posible lograr dado que, como es facil demostrar, las matrices (F%,H)

conforman un par observable (ver por ejemplo

Goodwin et al., 2001 para una

exposicion general sobre la observabilidad). En efecto, bajo esta condicion es posible
asignar arbitrariamente los valores propios la matriz del sistema en lazo cerrado:

A, (K)=F¢ -KH. Asi imponiendo que estos tengan parte real negativa, el resultado

es que si los errores instrumentales son nulos (8p®=0) el error dx converge
exponencialmente a cero asegurando la alinearon asintdtica de la plataforma analitica.
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Figura 6.11: Alineacion sin errores instrumentales.

Para las unidades ¢[rad] y V[m/s] con el valor de K (Para la determinacion de K en

funcion de los wvalores propios deseados de
Kautsky/Nichols, (1985) o Laub/Wette, (1984)):

K:lo“{

0.0178 0 -02 0

0 -0.0178 0 80 0

A, (K) consultar, por ejemplo

T
80} (6.96)
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se obtienen los siguientes valores propios de A, (K)
Mi53.45=-0.0010,-0.0030, -0.0040, -0.0040 +0.0017i, -0.0040 - 0.0017i (6.97)

La Fig. 6.11 muestra el resultado de la autoalineacion para la ganancia K establecida en
(6.96) para un desalineamiento inicial ¢* =[0.5,0.5,1]"[°]. También se grafican las

componentes de V,; con el fin de mostrar que todas las componentes del vector de
errores tienden asintdticamente a cero como esperado.

Cuando 8p® # 0, la estabilidad asintotica del sistema realimentado (6.95) asegura que

dx — 0, pero no que dx — 0. Efectivamente, como es facil comprobar en este caso,
Ox converge a:

8x,, 2 —A} (K)dp® (6.98)

Donde A,_C1 (K) es la matriz de sensibilidad del error de alineacion a los errores

instrumentales. Despreciando el término de Coriolis, de las 2 ultimas filas de la Ec.
(6.95) en estado estacionario (0x = 0) se obtienen los errores de nivelacion limites en
funcién de los sesgos acelerométricos:

&V, =0=¢, =V, /y (6.99)

5V, =0= ¢, =~V /v

De las Ecs. (6.99) resulta que, con resoluciones |V| <100ug pueden obtenerse errores de

. ., 16| <107 rad]. . L
nivelacion |, [,|¢,| <10™*[rad]. Con estos valores y para las resoluciones giroscopicas

I}N /Rn‘ < g por lo que, de la 1* fila de la Ec. (6.95) se
obtiene una estimacion del limite inferior en la precision de la determinacion del azimut
usando instrumentos inerciales (funcion de girocompas) en funcion de la resolucion del
girdscopo € :

usuales, resulta ser: |QU¢ N

b

|0y | > e |/ Q, cos® (6.100)

Fisicamente, la anterior debe interpretarse como el limite de la capacidad de medir con
giréscopos la componente E de la velocidad angular terrestre, la cual, solo tendra un
valor aparente diferente de cero si hay un error de azimut. Claramente, esta capacidad es
nula en los polos y maxima en el Ecuador.

Finalmente, la Fig. 6.12 ilustra la evolucion del error en los parametros de navegacion
durante el proceso de alineacion para un desalineamiento inicial de la plataforma
analitica proyectado sobre la terna {g}: ¢* =[0.5,0.5,1][°] y errores instrumentales

e®=[1, 1, 1][gr/hr], V&=[100, 100, 100][ug]. Como se advierte, en presencia de errores
instrumentales el error de alineacidon estacionario no es nulo.
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Figura 6.12: Alineacion con errores instrumentales.
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Capitulo 7
Algoritmos “Strapdown”
de Navegacion Inercial

Para determinar la posicion, velocidad y actitud de un vehiculo a partir de mediciones
inerciales en configuracion “strapdown” la computadora de navegacion a bordo debe
integrar en tiempo real las ecuaciones cinematicas de la mecanizacion correspondiente.
Los requerimientos en la capacidad de computo son impuestos tanto por la aplicacion
especifica como por la dindmica del vehiculo en la mision estipulada. Mientras mas
rapida sea la dindmica, mas alta seran las tasas requeridas de actualizacion de los
parametros de navegacion, de adquisicion de datos y por ende, la velocidad de computo
del algoritmo de navegacion inercial.

De los capitulos anteriores, resulta claro que el conocimiento de la orientacion
instantanea del vehiculo es crucial para proyectar adecuadamente las aceleraciones
registradas por los acelerometros sobre la terna de referencia (de navegacion) en la que
se describe la traslacion. De otro modo, debido a la doble integraciéon de las
aceleraciones, pequefios errores de orientacion se traducen en errores de posicion que
crecen polinomialmente con el tiempo. Esto confiere a la ecuacion de Laning/Bortz (o
de coneo) que describe la evolucion de la orientacion, un rol central en los métodos de
navegacion inercial. Este hecho y la complejidad inherente al caracter no lineal de dicha
ecuacion han hecho que el cdlculo de la orientacion tenga en la literatura un lugar
preponderante.

Si bien es posible usar métodos de integracion numérica generales estandar tales como
Runge-Kutta, predictor corrector etc., se aprovecha mejor la capacidad de computo
disponible con algoritmos adaptados a la estructura particular de las ecuaciones
cinematicas. Esta idea esta en la base de una linea de investigacion muy activa durante
el pasado reciente, entre cuyos resultados mas significativos se destacan los trabajos
pioneros de Savage, (1966), Jordan, (1969) y Bortz, (1971) y mas recientemente, los
trabajos de Savage (1998) partes [ y I y Savage (2006) que consolidan la maduracion
del tema.

Aunque dinamicamente acoplados, los movimientos de rotacion y traslacion de un
vehiculo suelen desarrollarse en escalas de tiempo distintas. Una de las caracteristicas
mas significativas de los algoritmos mencionados arriba es que permiten independizar la
tasa de ejecucion de los célculos para las distintas dindmicas presentes lo cual permite
reducir la carga computacional efectiva en tiempo real sin afectar la precision.

Para muchos casos practicos la terna de navegcion usada es LGV. Esto comporta
especiales cuidados en el calculo de la rotacién por transporte ya que cuando la terna
geografica varia rapidamente respecto de una terna inercial, las aproximaciones del
algoritmo tienden a producir un crecimiento acelerado en el error de la posicion. Esta
situacion, que puede presentarse aun en vehiculos estacionados sobre la Tierra en fase
de alineacion (tener en cuenta que un punto sobre el ecuador se mueve a 1600Km/hr
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respecto de una terna inercial) y resulta critica en vehiculos “veloces”, como satélites,
lanzadores satelitales, cohetes, etc. Por esta razon, en la primera parte de este Capitulo
se desarrolla un algoritmo de navegacion inercial referido a la terna LGV. En la segunda
parte se muestra sin embargo que, adoptar la referencia ECEF no so6lo simplifica
considerablemente la formulacién matematica, si no que ademas permite mejorar
significativa la precision en traslacion, especialmente en vehiculos rapidos, a la vez que
reduce considerablemente la complejidad numérica del algoritmo de navegacion.

La Fig. 7.1 es un esquema de la estructura clasica de un algoritmo de navegacion
inercial en tiempo real alojado en la computadora de navegacion de un vehiculo. El
algoritmo toma como entradas los incrementos integrales vectoriales Aa;, y Ay,
provistos por la electronica asociada a los instrumentos inerciales: giréscopos y
acelerometros. La salida del algoritmo son los parametros de navegacion en la terna
elegida y a la tasa requerida por la aplicacion.

A (U 2p .
Av, = LH (o) Parametros de
navegacion

Algoritmo de entregados a

t ~
Aw, = L[ O} (1)dT;

- . .,
. : . Integracion i > 7T, -
Mediciones inerciales 4o mtervalos. ]js,_ T
> numeérica. « Posicion,
entregadas a intervalos 7;. .
e Velocidad,
Computadora de e Orientacion
navegacion.

Figura 7.1: Entradas y salidas de un algoritmo de navegacion inercial.

7.1 Integracion numérica de las ecuaciones de navegacion en terna LGV

En este apartado usaremos las ecuaciones de navegacion en la forma (5.33) que
rescribimos a continuacion.

Ecuaciones de orientacion:

~n n h n n - n 1 n O‘)fj 1 mz”n n
C, = C;S(0,)-S(0),)C, < q, :_qb|: b}__[ :|qb

2 0| 2|0 (7.1)
0, =p"+Q;=p"+CQ;
Ecuaciones de traslacion:
VI =C't +g" —2Q" +p")x V" V' (0)=V]
of +g —(2Q, +p") (0) =V, (72)

h= V! s h(ty) = hy
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Como se menciona en el Parrafo 5.3, para trayectorias cercanas a la Tierra podra ser
suficiente usar el modelo de gravedad normal que en terna LGV resulta (ver Ec. (5.32)):

0
g~y (P,h)= 0 (7.4)
_?U ((Da h)

Donde v, (®,4) representa la aproximacion de Hofmann/Moritz (ver Parrafo 4.41 y Ec.
(4.45)):

?U((D,h)éy(@)(l—2(1+f+ ggﬁ‘jb—zfsmz(q))ng(hj J (7.5)

T a

La relativa simplicidad de la expresion de y” en la terna LGV constituye una de las

motivaciones mas importantes para usar a ésta ultima como referencia. En aplicaciones
de precision, en lugar de la (7.4) podra utilizarse la expresion corregida por las
anomalias locales dada por la Ec. (4.55).

Rotacion por transporte:
p" =K" (D0, h)V" +z,p"; p’ =hsen(d)+d (7.6)

La anterior se corresponde con la expresion (5.37) y subsiguientes y depende de la
mecanizacion elegida para la deriva de azimut cuyas versiones mas usuales fueron
indicadas en la Tabla 5.1. Por razones de claridad, en la mayor parte de lo que sigue
usaremos la descripcion de la orientacion en términos de MCD, sin embargo, tal como
fuera sefialado en el Capitulo 3, en la practica podra preferirse la representacion en
cuaterniones por requerir actualizar menos coeficientes y alun asegurar mayor
estabilidad numérica.

7.1.1 Notacion

Siguiendo a Savage (1998), subdividimos los calculos de la integracion de las
ecuaciones de navegacion segun tres cadencias. Esto permite agregar flexibilidad y
aprovechar mejor la capacidad de computo instalada a bordo, teniendo en cuenta que en
general las cinematicas de orientacion y de traslacion evolucionan en escalas de tiempo
muy distintas. En las cadencias mas rapidas se ejecutan los calculos mas sencillos pero
que requieren de mayor precision en el tiempo. Estos calculos estan relacionados con la
actualizacion de los parametros de la orientacion y de las componentes de alta
frecuencia de la velocidad.

De acuerdo con la Fig. 7.2, distinguimos 3 periodos encastrados: un periodo corto: 7; ,
otro medio: 7, y un tercero largo: 7. Estos periodos se supondran vinculados mediante
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los numeros enteros L y M de tal modo que: T,=MT,, T,,=LT,. Para distinguir diferentes
instantes e intervalos de tiempo introducimos la siguiente notacién, también
representada en la Fig. 7.2, para j=0,..,M -1, i =0,...,L -1 y k=0,...,HN (horizonte
de navegacion).

La=4,+MT; tk,j =1, +ij; tk,j,i =t,+jT,+iT, (7.7)

Notar en particular que: ¢, =¢85 1, ,0=04,5 L, =4 5 Loy =4, Cualquier
variable dependiente del tiempo w(f) evaluada en el instante 7, ;, se denotard

indistintamente como v(#, ;) 0 v, ;.

tk
Figura 7.2: Periodos encastrados y notacion de tiempos.

En lo que sigue se usaran las siguientes definiciones:

{b(t ;;)} ={b(k, j,i)}: terna {b} en el instante 7,

dyf,j(t) : angulo entre las ternas {b(#, ;)} y {b(?)} parat e[t ;.4 ;+T,]

¢1?,j(tk,j,i) = ¢1§,_1’:i: angulo entre las ternas {b(z; ;)} y {b(% ; )}

def,j’i(t) : angulo entre las ternas {b(# ;;)} y {b(2)} para t €[t ;b ;;+ 1] 7.8)
O ;(t 1) =8 ;11 : 4ngulo entre las ternas {b(z ;)} y {b(t ;1))

0,(?): angulo entre las ternas {n(#,)} y {n(?)} parate(t, t, +T,]

0,(t,,1) =9, : angulo entre las ternas {n(#,)} » {n(t,_)}

0, (4, ;) =9y, : angulo entre las ternas {n(#;)} y {n(z ;)}

Donde ¢,f’ ;@) y 0,(2) son, respectivamente, las soluciones en el instante ¢ de las
ecuaciones de Laning/Borz (ver Ec. (3.98) del apartado 3.8):

bl 4 Lhwh o L[ 9sin(¢) (b > o ): N
¢(t)_mib+2¢ mib+_¢2|:1 2(1—cos(¢))}¢ (dx@p); &5 ;)=0 (7.9)
._nlxnl_ﬁsin(e) (0% " ) _
G(t)—(x)m+29 mm+—92 {1 —2(1_%5(9))}9 Oxe!);, 0()=0 (7.10)
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Como se advierte de la Ec. (7.9), ¢,f’ ;(#) depende de la velocidad angular del vehiculo

respecto de la terna inercial mf’b medida por los giréscopos, mientras que 0, (¢) depende

n
in

de la velocidad angular de la terna {n} respecto de la terna inercial: ®! =Q" +p" (ver

la expresion general (5.37) de p” en el apartado 5.3.1).
En general, la integral entre los instantes #j; y > f;; de una funcién integrable del

tiempo v(¢) se denotara:

t .
UNTOES NIRTCS "8

t (7.11)
Vi i jiv1) = Vi, jiitl = j /1 v(A)dA

k
t/f./,

7.1.2 Integracion de las ecuaciones de orientacion.

En el instante ¢,,, la MCD y el cuaternion que transforman las coordenadas de la terna
del cuerpo {b} a la terna de navegacion {n} pueden factorizarse de la siguiente manera:

(k+1) __ (k+1) (k)b (k)
CZ(k+1) _CZ(k) CZ(k)Ch(kH)
n(k+1) _n(k+1) n(k) b(K)
Do) = D) Do) Do (i)

(7.12)

con lo cual es posible considerar en forma independiente la rotacion inercial de la terna
del cuerpo y la rotacion de la terna de navegacion. Esto adquiere especial significacion
en el calculo que sigue dado que, usualmente, ambos movimientos se ejecutan en
escalas de tiempo distintas. En efecto, un vehiculo sub-atmosférico puede estar
sometido a velocidades angulares inerciales de varios rad/seg (un cohete con
estabilizacion por espinado axial puede llegar a varias decenas de rad/seg), mientras que
la rotacion por transporte de vehiculos aun de muy alta velocidad, sumada a la
velocidad angular de la Tierra, resulta en velocidadades angulares de la terna de

navegacion respecto de la inercial relativamente bajas (Ejemplo: para |V"| ~10* Km/hr
< 0.01rad/seg.)

n
resulta ‘min

En consecuencia, la actualizacion de la MCD CZE,/E)”) se calcula mas lentamente a

intervalos 75 en funcion del angulo 0}, mediante:

Citer" = exp(S(-07.4,))=Cpik)) = exp(S(8}.,,)), o bien:

n(k+1) — |:_elz:k+1 Sin(eZ:k+1 /2):| - n(k) _ I:ngi;l) :|* (7- 13)

k Akt =
" cos(84,1/2) e

Por otra parte, la siguiente descomposicion:
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b(k b(k) ~b(k,] b(k,M -1
Cbikll)zc()c( ) C( )

b(k1) S b(k,2) S h(k+)

(k) _ _b(k) b(k1) (kM) (7.14)

b
qb(k+1) = Uy (k) Dk .2) - Do(ao)

permite actualizar la MCD CZE’;)H) a intervalos mas cortos en funcion del angulo ¢,f jjH

(j=0 a M-1) rotado por la terna del vehiculo respecto de la terna inercial en cada
intervalo T, =Ty/M:

k) b b(k,j+1) _ b :
Cbﬁkﬁl) =exp(S(d ;. ;1)) = Cbﬁkﬁ )= exp(S(—4 ;. ;+1)), 0 bien

1b : b
b(k,j) _ [d%,jijJrl Sln(¢k.j:j+l /Z)jl N b(k,j+1) _ |: b(k, ) :|* (715)

Ap(i 1) = bik.) = | Dbk, j+1
(k,j+1) Cos(d)gj:j-f—l/z) (k,j) (k,j+1)

Una aproximacion de la solucién de la expresion (7.9):
Expandiendo en potencias de ¢ el factor del ultimo término de la Ec. (7.9) se encuentra

que:

Ao gsin(@) |1, Lo 1 2
¢2{1 2(1—cos(¢))} S+ = 007 (7.16)

Dado que este factor pondera al término de 2° orden de la Ec. (7.9) se concluye que, a
menos de errores de orden 0(¢4), el 2° miembro de esa ecuacion diferencial resulta
aproximable mediante:

: 1 1
o(t) ~ ©), +5¢xmf?,, +E¢x(¢><mf.’b); Ot )=0; 121, (7.17)

Por otro lado, y dado que ¢(#; ;) =0, para ‘t - t,w.‘ suficientemente pequefio el término
que mas contribuye a la solucion ¢(¢) de la (7.9) es el primero (mf-’b) (lo mismo se vale

respecto de la (7.17)). De este modo, para cof-’b suficientemente suave resulta

¢(t)z0(‘t—tk,j‘) y O(d)z)zO(‘t—tk’j‘z). Por consiguiente, en el mismo pequefio
intervalo, la diferencia entre los 2° miembros de las Ecs. (7.9) y (7.17) es de orden

0(‘t b, ‘4) con lo cual el error entre la soluciones de las Ecs. (7.9) y (7.17) resulta de

orden O(|t —t, |5 ). Reescribimos la ultima como:
' 1 1
b, (O~ | {mf’b 0 o) + 0 (4 mfb)}dx; = (7.18)
tk-,/

Si @), no rotase respecto de la terna {b()}, en cuyo caso ®’, se mantiene paralela a ¢

y los dos ultimos térrminos de las (7.18) y (7.9) son nulos, la solucion exacta de ¢ ;(?)

se podria calcular explicitamente por simple cuadratura integrando (of-’b. De lo contrario,
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la Ec. (7.18) presenta, la complejidad inherente a toda integral implicita. Miller (1983)
propone en estos casos usar la siguiente forma truncada de la (7.17):

. 1
o(1) ~ ) +5¢xw§,; Ot )=0; 21, (7.19)

Por las razones comentadas mas arriba, la falta del término de 2° orden de la Ec. (7.17)
produce errores del orden 0(|t —tk|3) en las soluciones de la Ec. (7.19) respecto de la

(7.18). Auque en muchos casos esto pueda representar en la practica un grado aceptable
de aproximacion, de todos modos, la simplificacion de Miller no evita tener que calcular
la integral implicita (7.19).

Savage (1998, parte I) propone la siguiente reformulacion de la (7.19):

a(t) = o), (7.20)

en la cual ambos 2° miembros son independientes de ¢(¢) y por tanto pueden integrarse

directamente por cuadratura. Pero, lo que hace aun mas interesante a las (7.20) es el
resultado de Savage (2006), obtenido usando la teoria de aproximaciones sucesivas de
Picard de las soluciones de ecuaciones diferenciales (para la teoria de aproximaciones
de Picard ver, p.e. Boyce/Diprima, 1997), segtn el cual los errores en las soluciones de
la (7.20) son al menos de un orden inferior a los alcanzados por la aproximacion de
Miller (7.19) (ver los excelentes analisis de los errores derivados de estas
aproximaciones para la dinamica de coneo en Ignagni, 1994 y para la combinacion de
las dindmicas de coneo y sculling, término que definiremos mas abajo en Ignagni,

1998). Es decir, los errores en ¢(z) son ahora del orden 0(|t—tk|4)! La seleccion del

intervalo corto 7; dependera de este pequefio error.
Calculo del angulo d),f, it
Con el resultado anterior y basdndonos en Savage (1998, parte I), presentaremos a

continuacion el algoritmo digital propuesto de integracion de la Ec. (7.20). Previamente
introducimos la notacién:

OE j: ol (M) (7.21)
0,0~ ]! @)+ 30, ,(Dx0l(DNdT =ay (0+B, (0 (1.22)

B0 23] a (0x 0@ (7.23)

El término (7.23) es una correccion de 2° orden respecto de la aproximacion de 1 orden
dada por el angulo integral ay ;(7). Como ya se menciond esta correccion serd nula

solo si @), (L) es no-rotante para f>f;, razon por la cual el término Br () es
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denominado correccion por coneo. Las aproximaciones requeridas para el calculo del
término B, ;(¢) imponen subdividir el intervalo [# ,+1] en L pequefios sub-intervalos

de longitud 77; con lo cual:

Bk,j ()= Bk,j,i + ABk,j,[(t);

alpt
B2 (xRt 1, <1<t (7.24)

1o,
Besi=7 I oy (1) % o) (t)dt

Analogamente con respecto del angulo integral establecemos:

Otk’](l‘) = ak,j,i + Aak’j’i(t);

A (! b .
Aoy ; ()= L 0, (AT ¢ G STSE (7.25)
k.j.i

tk, i b
Ok ji = L "oy (t)dt
k.j

Introduciendo las definiciones: AB, ;.. 2 ABy (4 ;i) A0 g ZA (8 1)
junto con las (7.24) y (7.25) se tiene:

tk,j,x

1 1 L vt
ABy jiv1 = Eak,j,i XAO i+ EJ. Aoy ; (1) % o}, (1)dT; (7.26)

Para evaluar el ultimo término de la Ec. (7.26), supondremos una variacion lineal de

o, respecto del tiempo a lo largo de dos intervalos consecutivos (4. ;irstiin]- Esto

equivale a la existencia para cada i=1,.. L-2 de vectores constantes a;, b; tales que:
b .
(Dl-b (T) = ai + bi (T - tk,j,i)’ tk,_i,i—l S T S tk,_i,i+l (727)
A partir de la anterior evaluamos los angulos integrales consecutivos:

tk,/.ul l/c./,m

A 1
Aay ;i = I o, ()t = I [a; +b;(t—1 ; )dt=aT, + b7
o e Ji I g o 2
) o o (7.28)
At 1
Aay ;= J U’?b (T)dT =a,1; - Ebﬂ;z
by jin
En funcidn de los cuales se obtienen las:
a,=(Aay . +Aay ) /2T b =(Awy 0 —Aay )/ T (7.29)
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que, junto con la (7.27), permiten calcular el 2° término de la (7.26) como:

S0 e 00 <o 0o =2 [ ol (x)d<o 0
1 tlc,/,;+1 1
"2 [a,(A =2, ;) + Ebi (A=t ;)" 1x[a,+b, (=1, , )1dL
1 b jivt 2 1 2 (730)
"2 [a,xb, (A=t ;)" + Ebi xa, (A=t ;)" Jdh
r-t, )
:ial Xbi% = éAai,Li XAaZ,j,H—l
I j i+l
Con lo cual la (7.26) resulta:
1 L b
ABk,j,i+1 = Eaksjai X Aa’k,_i,i+l + EAGk,J-’[ X Auk’j,[-}—] (731)

Finalmente, de las (7.21) a la (7.31) se obtiene el algoritmo para el calculo de d),f TR

b _ —_0- _
¢k,j:0 - 05 ak’j,o - 09 Aak,j,o = A(lk,jfl,L
fori=1:L,
Adquirir lamedida A, i

O i = O i TAG

| . ) (1.32)
ABy ;i = Eak,j,i—l XAy i+ EA“k,j,i—l <Ay ; ;
b b
b i =0 i HA0 AR
end

b b
¢k,j:L = ¢k,j:j+1

Este algoritmo es considerado de 2° orden dado que en la Ec. (7.31) aparecen productos
de los angulos integrales presente y pasado: Aa, ;. , Ae,;, como consecuencia de

haber supuesto una variacion lineal ) (1) en dos intervalos consecutivos. El lector
podra comprobar que es posible obtener algoritmos de orden superior usando una
expansion polinomial de grado mayor a uno para @, (1), lo cual conduce a una

expresion de la correccion por coneo en funcion de angulos integrales de dos o mas
periodos consecutivos pasados (un analisis generalizado que incluye algoritmos de
orden superior a dos se presenta en Ignagni, 1998). Finalmente, destacamos que los
angulos integrales Aa, ,, i=1,...,L pueden ser provistos directamente por la electronica
de adquisicion de los giréscopos en cada intervalo de adquisicion 7; lo cual tiene el
beneficio suplementario de promediar el ruido de medicion. En Carrizo J. (2019) se

demuestra que de este modo, no sélo se evita usar un filtro “antialias”, si no que
ademas permite independizar la seleccion del ancho de banda util de la sefial (ejemplo
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rechazando vibraciones mecénicas espurias) de las necesidades de la precision numérica
del algoritmo (seleccion del periodo T7).

7.1.3 Integracion de las ecuaciones de traslacion.
Retomamos la ecuacion (7.2) que reformulamos en su forma integral en terna n(k) en el
instante #, denotando con: V;/*® =V"®(¢,)

VO =V 4 [V O )AL= VO + AV (1) (7.33)

Introducimos a continuacion las definiciones de los términos de “gravedad” ,u}" () ;

“Coriolis” " (t) y “fuerza especifica” fuz(k) (t) (todas referidas a la terna n(k)):
n(k A fh nk n(k) & n(k
MO0y Vdr = w2 w0 (7.34)
n(k A ! n(k n(k n(k n(k) A n(k
P02 [ QY p" @) x V()T = i 2w, (739)

n(k A (! ~n()gb nk) A n(k
RHRIOE j CiOf" (0)dr = W% 2w, (7.36)

mediante los cuales, la actualizacion de la Ec. (7.33) se escribe como:

AV:(k)(t) = _/.uz(k)(l‘)+ guz(k)(t) + Cuz(k)(t); =
K A k k k
AV/:L) = f“/zsrl) + g“Zil) + cuZil) (7.37)

n(k)y _ xrn(k) n(k)
Vk+1 - Vk + AV/c+1

Calculo del término de la fuerza especifica

El término (7.36), relativo a la fuerza especifica (propulsion/sustentacion) medida en
terna del cuerpo, puede, en vehiculos agiles, contener componentes de alta frecuencia y,
por tanto, requerir, a la vez, de una alta tasa de calculo y de un método de integracion
preciso. Para tener en cuenta esto, introducimos primeramente las definiciones

(te [tk’].,tk’jﬂ]):

e w B )= [ CGEE (dr
t ' (7.38)
sui (N2 [ Cf (dh = Byl £8u @, )

k,j+1 ,J

Descomponiendo el intervalo de integracion de la Ec. (7.36), con las anteriores
escribimos:

A0 = il -8l () (7:39)
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n(k) .

Ecuacion que conduce a la siguiente iteracion para calcular )’

n(k) _

o =0
(k) _ k) Ky oo

Al = @ s =1, M -1 (7.40)
n(k) _  an(k)

W = Wy

n(k)

Retomamos ahora el término 6u; ;’ () en la Ec. (7.38) que rescribimos como:

t

Squf)(Z) = ngz)j) . Cié’;)/)fb(k)dk = CZE;;)])SUZ(]I‘J)U) (741)
sulf (02 [ Cl T (7.42)

En la primera se extrajo de la integral el término CZE’,? ;) que, por estar referido al inicio
del intervalo de integracion, es constante a lo largo del mismo. Cada uno de esos
términos podra actualizase como sigue en funcion de los angulos ¢, ; |, ya calculados

mediante la iteracion (7.32):
n(k) _ (k)
Cb(k,O) _Cb(k)

C) 1 = exp(S@Y,-.,);

(k) (k) bk (7.43)
n — nix ST g
Coi = CotejCoiicyy 37 =1s M
n(ky _ (k)
Ch(k+1) = Cb(k,M)
El resultado final de la iteracion anterior: CZEQ]), junto CZES” (cuando esté disponible)

n(k+1)

y la Ec. (7.12) nos permitiran reiniciar un nuevo ciclo del céalculo de C; a partir C, ;7.

Para calcular el término 8u;t’(¢) con €[z, .1, ;,,] usamos la misma sub-particion de
este intervalo que la empleada en las (7.24) a (7.32), de tal modo que para
t€[t, ot ;i | 1a Ec. (7.42) se reescribe como:

b(k,j b(k,j b(k,j b(k,j,i
Bul ) (1) = 8wl (5,,)+ Cri 2,01 (1)

y ! - telt, b . 7.44
o0 2 [ ClIE () [hssrtisim] 740

k.jsi

Tk, ji
Tal como en (7.42), se extrajo de la integral el término de la rotacion referido al inicio

del intervalo de integracion. Para las rotaciones se usan las siguientes expresiones o sus
respectivas aproximaciones de 1° orden:

167



Martin Espafia Comision Nacional de Actividades Espaciales

ngijj?l) = eXp(S(q)/f,j:i )) ~ I + S(¢/f,j:i)
C0 = exp(S(8¢y ,, (L) ~ T+S(3¢; (L))

k,ji

(7.45)

Donde la primera es funcion de los pequefios angulos calculados en cada paso de la
iteracion (7.32) (al final de cada intervalo 7;). A continuacion procedemos a evaluar el
término que surge de la Ec. (7.44):

U, j,iv1

O 20 )= [ GO VAN i= L L=l (7.46)
e ji

k,j,i

para lo cual, en primer lugar, supondremos que 7; es suficientemente pequefio como
para considerar @/, no rotante en cada intervalo, lo que nos permite escribir:

b b
Sy ;. (1) = @y, ()

telty it jinl (7.47)
6¢lf,j,i (1) = Aay ;;(1);

Luego, usando la 2* de las aproximaciones (7.45), valida para ‘64),?, i (t)‘ <1 dentro de

un intervalo 7}, se tiene:

Ciﬁ’{;m = exp(S(éd),f”_i,i M) = 1+S(Aa, ;, (L), VAelt, b ] (7.48)
Introducimos ahora las definiciones:

Av, (H2 j 'L = AV, (O =1"(1); Av, .., = j f"(V)dh  (7.49)
que sustituimos junto con la (7.48) en la (7.46) para obtener:

bk, ji) U ji+l b

) (7.50)
= AV, [ A () XAV (R
Integrando por partes el ultimo término de la Ec. (7.50) se llega a:
Uk, ji+1
[ Ao, )xAv,  ()dh=
(7.51)

1 tk,/,u-l .
=8y XAV 4 [ (Ae,,;0)xf" )+ Av, (M) x @, (1))dA

U j.i

Lo que permite descomponer el aporte de la propulsion a lo largo del intervalo
[¢,.i>tk ;1] segun la terna {b(k,,i)}, dado por la (7.50), segin los términos siguientes:

168



Martin Espafia Comision Nacional de Actividades Espaciales

b(k,j,i)
L, RAY, L FAY +Av

rtk,j,i+1 sck,j,i+l

Av

rtk,j,i+l

Al
= EAak’/’i” XAV, (7.52)

j (Aay ,, ()xE" (1) +Av, | (2)x @), (1)) dL

U ji

Av

A 1
sck,ji+l — 5

Analizamos a continuacion el significado de cada uno de estos términos. La variacion
integral de la fuerza especifica en un intervalo 7;: Av, .., corresponde al incremento de
la velocidad del vehiculo en ausencia de rotacion de la terna del cuerpo. Los otros
términos son productos de variaciones integrales de ambas magnitudes inerciales y por
lo tanto son correcciones de 2° orden respecto del primero. Cuando a lo largo de T;

ocurre una rotacion de la terna del vehiculo respecto de la terna inercial, Av,, ..,

corrige la impulsién Av, ;. debido al cambio de orientacion de la terna {b} (el
producto vectorial proyecta Av, .., sobre los ejes actuales de {b}). A esto debe este

término el nombre de correccion por rotacion. El término Av , merece un analisis

sck,j,i+
mas detallado. Cuando en el intervalo 7; puedan despreciarse las variaciones tanto de la
fuerza especifica como de la velocidad angular (f” = const. y ®, = const.) se tendra

(ver definiciones (7.25) y (7.49)):

Aa, (M)~ ol (A- beii)

e (7.53)
Av, (M) =1 | =t

de donde, sustituyendo en la ultima de las (7.52), surge claramente para este caso que el
integrando del término Av , resultard despreciable y por tanto:

sck,ji+

iy 1

blk.ji) L
Vit AV o+ 5 Avy ;o XAV (7.54)
De este resultado extraemos como primera conclusion que el término Av,, ..,
predomina en bajas frecuencias mientras que el término integral Av , ..., constituye

una correccion de alta frecuencia del incremento de la velocidad debido a la propulsion.
Mas atin, este ultimo término refleja ciertos efectos dinAmicos combinados de f”(L) y
o), (1) promediados a lo largo de 7; y proyectados sobre la terna {b(k,j,i)} que son de
interés destacar. Como es facil constatar a partir de las definiciones (7.25), (7.49) y
(7.52),si (L) y o, (1) fuesen paralelas a lo largo de 7, este término se anularia. Por

otra parte, a magnitudes iguales, su contribucion a la propulsion se maximiza cuando
ambos vectores permanecen ortogonales entre si en el mismo intervalo. Este efecto es
el que explica el impulso que imprime un remero a una embarcacion con un unico remo
(la gondola es el ejemplo clasico) mediante un movimiento ondulante del mismo y es
conocido por su nombre ndutico en inglés “sculling”. Por esta razon, el término
AV, ;i €s denotado en la literatura inglesa como correccion por sculling (Savage

1998 parte I1) lo cual podria traducirse al Castellano como “correccion por gondoleo ™.
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Para evaluar la correccion por gondoleo procedemos en forma similar al calculo de la
integral (7.30) suponiendo, junto con la existencia de los vectores a;, b; que satisfacen la
Ec. (7.27), la existencia de los vectores constantes ¢;, d; que satisfacen:

() =¢; +d,(t—1 ;)i b g STS U i (7.55)

Lo que implica suponer una variacion lineal con el tiempo de ambas magnitudes
inerciales en coordenadas del cuerpo. Sustituyendo las (7.27) y (7.55) respectivamente
en las (7.25) y (7.49) se obtienen, ademas de las (7.28), las siguientes relaciones con los
incrementos integrales de la fuerza especifica:

Avk,j,i =c¢T _%d le; AVk,j,iJrl =cT +%di7}2 (7.56)

i i

Si a continuacion se sustituyen las (7.27), (7.28), (7.55) y (7.56) en la expresion de
AV, ;i (Ec. (7.52)) después de algunas manipulaciones similares a las que conducen

a la (7.30) se obtiene:

= é[Aak’j’[ X Avk,j,i+1 + Avk,j,i X Aak,j,[+1] (757)

Vssk,j,i+1

A partir de las expresiones (7.44), (7.45), (7.52), (7.57) es posible calcular el término
u}""), requerido en cada paso de la iteracion (7.40) (al final de cada intervalo 7)),

mediante el siguiente algoritmo que procesa las magnitudes integrales Aa, ., y Av, .

enviadas a la mas alta frecuencia desde la electronica de los sensores inerciales:

b(k,j) —0- _ . _
6uk,j (tk,j,O) =0; A‘lk,j,o = Aak,j—i,L’ AVk,j,O = AVk,j—l,L
fori=0:L-1,

Adquirir medidas Aa, ;. vy Av, .,

. 1 1
bk, j.i) _
Uk,j,i+1 - Avk,j,i+1 + EAak,j,m X Avk,j,i+1 + E[Aak,j,i x Avk,j,i+1 + Avk,j,i x Aak,j,i-H]
b(k,j) b - b
Cb(k,j,i) - exp(s(¢k,j:i)) ~ I + S(¢k,j:i) (758)
b(k,j) — Syq0(k.)) b(k,j) 3 b(k,j.i)
Suk,_,‘ (tk,_j,iﬂ) = Suk,/ (zk,j,i) + Cb(k,j,i)l)k,j,iﬂ
end
b(k,j) _ Ky bk))
Suk,j (tk,j,L) = 8“k,j+1
n(k) _ (k) b(k,j)
8“k,j+1 = Cb(k,j)suk,jﬂ

Imbricando el pseudo-codigo (7.58) en el (7.40) se obtiene finalmente un procedimiento
para calcular el término de la fuerza especifica en la Ec. (7.37).

Calculo de los términos de gravedad y Coriolis
En vehiculos no espaciales, la posicion, la gravedad (dependiente fundamentalmente de
la altura), la velocidad, la rotacion de transporte y, consiguientemete, la aceleracion por
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Coriolis son funciones diferenciables (suaves) del tiempo y por tanto aproximables por
su valor medio en un intervalo de integracion 7 elegido lo suficientemte pequefio.

Bajo estas condiciones se justifica reunir los términos de gravedad y Coriolis en un solo
r 3 . . . . . *
término gcuz(fl) aproximado mediante la siguiente formula de los trapecios :

L (T (B -+ D) x VP )+{g 0@, 1) - 45 )x V)| (7.59)

En la anterior, ademés de los valores conocidos en #: @, , V/®, vi® & pu®) y genh)
se usan las “predicciones’:

(k) _ xmk) (k).
VAR VCRS AN

k+l

~

h‘k+1 k+l

=h, +£( VAL +Vk”“‘))-i
2 (7.60)

~n(k r (k) k)
PZ+1) :W(q)k’qk’h'kﬂ)\]/:fl +z, Z( @)
An(k k ~

kErl) :gn( )(q)k’ h‘k+l)

denotadas con “” para destacar que sus valores no son aun los definitivos que seran
determinados segun se indica en el siguiente parrafo.

Actualizacion de la velocidad en ty.q:
Luego de calcular la Ec. (7.59) junto con el resultado de ejecutar el algoritmo (7.40) se

calcula la velocidad V;} en #; mediante las Ecs. (7.37). Si es necesario, éste Glltimo

valor podra reintroducirse en las Ecs. (7.59) y (7.60) iterando los célculos de gcuz(fl) y

de V") hasta lograr la aproximacion deseada.

Destacamos sin embargo que V;}’ debera aln ser proyectada sobre la terna n(k+1) una

vez que C(;" esté disponible, mediante:

n(k+l) _ n(k+l)yrn(k)
Vk+l _Cn(k) Vk+1 (7.61)

Actualizacion de la posicion:
La posicion del vehiculo relativa al elipsoide normal queda determinada por su altura 4

y por C; (también q; o, equivalentemente, las coordenadas curvilineas @, A junto con
el angulo de deriva a) solucion de las ecuaciones cinematicas:

"Mas cuidado debera tenerse en los casos de cohetes zonda o de lanzadores satelitales.
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h=V"=72"V"
C; =C;S(p") (7.62)
p" =K"(®, a,))V" +2z,0"; p" =Asen(®)+d
En caso de utilizarse un filtro estabilizador del canal vertical, deberd agregarse a la
primera de las (7.62) el término correspondiente que fuera introducido en el Parrafo

5.4.1. Primeramente, usando la componente “z” de la velocidad calculada segun el
parrafo anterior y la Ec. (7.37), actualizamos la altura mediante:

Py = by + Ahy s

tk+1
Ahy 2 [ VI )dr~

i

Vi) +V, (t) T (7.63)
2

e ., e .
Por su parte, para calcular la matriz C, ., en funciéon de C,,,, se requiere conocer el

angulo vectorial 9, ,, rotado por la terna {n} en [#, #-1] respecto de {e}, impulsado por

k+1°
la velocidad angular p” y solucion, en ese intervalo, de una ecuacion de Laning/Bortz
del tipo de las (7.9) y (7.10). Para vehiculos no espaciales y valores usuales de T, el
vector de rotacion 9,,, resulta en la practica lo suficientemente pequeﬁo* como para
suponerlo paralelo a p" en dicho intervalo. Esto permite aproximar su evolucion
mediante el primer término de la ecuacion de Laning/Bortz:

4 +Tg
ﬂ n n n T
9% = [ o andi [l +pp ] 5 (7.64)

I

Las mismas condiciones de suavidad invocadas mas arriba para la velocidad vertical y
rotacion por transporte justifican las integraciones por trapecios usadas en (7.63) y
(7.64)".

n(k)

En las siguientes pj., es una prediccion que en este caso se calcula usando el valor ya

actualizado de la velocidad V"%

n(k
9k+1 =p; 0T,
nks)) = Coiy €XP(S(8141)) = DAy Gy (7.65)
~n(k n(k (k n(k
ka—l) X ( )(®k+1 ’ 0‘k+17hk+1)vk )+ank(z)

Se destaca, en primer lugar, la necesidad del paso intermedio en las Ecs. (7.65) para
calcular los valores (no definitivos) de ®,,,y &,,, que, junto con %, , son argumentos

" Para la velocidad orbital terrestre (ground speed) ~7Km/seg y T <0.1 seg, ||9|| < 0.01[rad].

T Savage (1998 11, secc. IV-C) propone un método de mayor precision y complejidad numérica para estos
calculos.
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del tensor de curvatura ") requerido en la ultima ecuacion para determinar las

componentes horizontales de ,5;5’?. También, que ésta ultima esta expresada en terna
n(k) y, finalmente, que su componente vertical es fia calculada al final del ciclo anterior.

Con 9, calculado con la Ec. (7.64), las siguientes ecuaciones permiten evaluar

C.(ks1) Y» @ partir de ésta, las coordenadas curvilineas en 4.1:

CZ(k+l) = Ci(k) exp(S(8;,1))

" (7.66)
Coiry = P> Mgy 0

De requerirse mayor precision en el calculo de estas ultimas podran iterarse las Ecs.
(7.64), (7.65) y (7.66).

. n(k+1)
Calculo de C|

Resta por evaluar la transformacion de coordenadas usada en la Ec. (7.61) que permite
re-expresar la velocidad segun la terna de navegacion actualizada al instante #.;. Una
vez mas, vistos los valores usuales de T, es posible considerar el vector de rotacion

") y a ésta aproximadamente lineal con el

in

n

angular 0;, ., de la terna {n} colineal con ®
tiempo en cada intervalo 7;. Esto justifica, en primera aproximacion, el calculo:

liyg ~ (k) n(k)
o (t + O, t
GZ;/M — '[ (DZ,(k) (T)d‘f ~ in ( k+1) in ( k) T*Y (767)
4 2
Aqui, la prediccion & (z,,,) se evaltia mediante:
A n(k) —_ Ok Ank)
() =" + (t.,)
k1 p K+l (7.68)

A n(k A o,k n(k n(k
p" )(tkﬂ) =% )((Dk+1’a‘k+l’hk+l))vkil) +anz( )(tk)

En la cual se usan los valores determinados previamente para @,,,,o,.,,54,, (Ecs.

(7.63) y (7.66)) y para la velocidad V/*' (Ec. (7.37) y subsiguientes). Se usa p para
distinguirla de su valor definitivo calculado mas adelante incluyendo la actualizacion de
su componente vertical.

C.;" se calcula mediante la siguiente expresion:.

CZE:)H) =exp(S(=0,.,,)) (= 1 =S(0;,.,);

<) (7.69)

n
9k:k+1

Proyeccion de las variables sobre la terna n(k+1)
La expresion anterior junto con la (7.61) nos permite referir las velocidades a la terna

n(k+1) y recalcular A, y Ah,,, dela Ec. (7.63) usando las expresiones:
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n(k+1)xrn(k) n(k+1)y7n(k)
Cn(k) Vi +Cn(k) Vi
2

L (7.70)

AV

z

hk+1 = hk + Ahk+1

Con lo cual sera posible actualizar la matriz de rotacion desde el cuerpo a la plataforma
analitica (en el Capitulo 6 (Fig. 6.5) se establecio la notacion equivalente

Cj(k+1)=Cl(k+1)):
C (k+1) = Cri;"CL()Cy, (7.71)

Finalmente, antes de iniciar el siguiente periodo de integracion 7 de las Ecs. (7.1) a
(7.3) se actualiza la rotacion por transporte en el instante #;+

n(k+ 4 t* i )
P 1,) = 28 sin o, )+,
R,(t,.)) (7.72)

k4l A on(ktl K+l k4l
p"t )(tkﬂ) 2 )((DkﬂsO‘kushkﬂ)) anil+ ) H +an:( " )(tk+l)

7.2 Integracion numérica de las ecuaciones de navegacion en terna ECEF

Cuando en las ecuaciones (7.1) y (7.2) se impone n=e, p° =0 la ecuacién de
orientacion resulta:

C; = C;S(0},) -S(0})C;; o), =
S(Q)=S(e.); e.=[0 0 1] ; Q <o (7.73)

P -e_l e (’ofb _l QZ e
q, 2qb 0 2l o q,

., . *
y para las de traslacion se tiene :

Ve =Cif? +94° —2Q° x V¢ ; V9 (0) = V¢

(7.74)
I‘,e — Ve

Como se advierte, la inexistencia de rotacion de transporte conduce a ecuaciones
cinematicas mas simples que las ecuaciones (7.1) y (7.2). En particular, la ecuacion de
orientacion resulta desacoplada de la de traslacion y el término de Coriolis en la (7.74)
es lineal en la velocidad. Aunque en este caso el modelo de la gravedad normal no tiene
una forma tan sencilla como la (7.4), es posible utilizar alguna de sus expresiones
explicitas en coordenadas ECEF dadas por las ecuaciones (4.48) 6 (4.51).

“Para simplificar la exposicion supondremos el modelo normal de gravedad, pero todo lo que sigue se
extiende sin dificultad a cualquier otro modelo de gravedad.
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7.2.1 Integracion de las ecuaciones de orientacion.

Con la notacion definida en el Parrafo 7.1.1, tal como en la (7.12), usamos la
descomposicion:

e(k+1) _ ge(k+1) g~e(k) g~b(k)
Cb(k+1) _Ce(k) Cb(k)Cb(k+1)

e(k+1) _ e(k+1) e(k) b(k)
Uity = Deci qb((k))qbgkﬂ)

(7.75)

Dado que ahora Q¢ es constante, la rotacion de la terna de referencia e respecto de la

ECI en un periodo 7 esta dada por 0;,,, =7,Q° (comparar con las (7.67) y (7.68)). Asi,

la expresion (7.69) (y su version en cuaternion) resulta para este caso en la matriz
constante:

e(k+l) |:_ez sin(7,Q; /2)} (7.76)

CUD = exp(S(-T,Q0)); qV =
*) ; “ cos(T,2; /2)

Notar que en esta formulacion la rotacion de la terna de referencia puede calcularse en
forma exacta evitando las aproximaciones (7.67) a (7.69). Por su parte, el factor

CZERI) =exp(S(¢,f, ;js1)), correspondiente a la rotacion inercial del vehiculo, se

actualiza del mismo modo que para la terna LGV (ver pseudocddigo (7.32)).

o7 . o r *
7.2.2 Integracion de las ecuaciones de traslacion.
Introduciendo la notacion:

B

xea| Pl xe | P (1.77)

Ve Ve

AL 0 1 ER6X6; We(t)é,\{e(Pe(t))+szb(t)eR3 (7.78)
0 -25(Q°

las ecuaciones de traslacion (7.74) se agrupan en la siguiente ecuacion de estado:

0
X =AX+ ; X(t,) =X} =dado; t>1t, (7.79)
we ()
con solucion explicita en = f.1= i+ Ty

liq1 0
=X | eA“‘”{ . }dk; (7.80)
! we ()

"La validacion numérica de este enfoque, cuyo desarrollo no habia sido publicado previamente, es tratada
en Carrizo et al. 2007.
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Dada la estructura de la matriz constante A y usando la definicion de la exp(Af) es
posible constatar que:

_ 1 oo 1. |1 Q@)
—I+At+2!(At) +3!(Az) +....—{0 R(t)} (7.81)

Donde:
R(r) 2 @) Q(n) 2 j R(L)d; (7.82)
Para lo que sigue convendra ademas introducir las siguientes definiciones:
t t
U2 [Qydr; W) 2 [u@)dn (7.83)
0 0

Integrando sucesivamente término a término la serie de potencias (7.81) y tendido en
cuenta que toda matriz conmuta con su exponencial, resultan, ademas las siguientes
relaciones utiles:

R(7) = 2Q(6)S(Q°) + I = -2S(Q°)Q(1) + I
Q1) = 2U(1)S(Q°) + It = -2S(Q°)U(¢) + It (7.84)
U(7) = 2W()S(Q) + It* /2 = =2S(Q )W () + I1* /2

Notese en la (7.80) que el término independiente de la propulsion, que incluye al efecto
Coriolis, a diferencia de la (7.59) en la formulacién en LGV (ver también la Ec. (7.60)),
se calcula en forma exacta como una simple transformacion lineal constante del estado
en el instante anterior. Mas atin, las submatrices constantes Q(75) y R(75) de exp(ATs)
pueden ser calculadas de una vez para siempre fuera del algoritmo de integracion
reduciendo asi la complejidad del algoritmo en tiempo real.

Por otra parte, con las definiciones (7.82), el término de la convoluciéon en (7.80) se
reescribe como:

APk‘rl i Al —4) 0 g f
P } je " dA=AXE, +AX], (7.85)

k+1

AXkJrl = |:

I

Donde se introdujeron los términos de gravedad y de fuerza especifica:

g A ol Q( k+1 e e .
ax, ¢ f [ o (7.86)

13 Atle(kJrl_ ) e
) o j {R(IM IS (1) dA
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Calculo del término de la gravedad:
Introducimos la aproximacion de primer orden para ¢ e[z, ,¢,.,]:

TP O) =7 (P)+ V() (t-1,)) =

=2 [P"(tk )J + aye
= OPpe(y)
Vi 5

Ve ) (t=t)=v, +b, (-t (787)

k

En la anterior pueden utilizase alguna de las expresiones explicitas de la gravedad en
funcion de P¢ presentadas en el Parrafo 4.4.1. En el Apéndice B se consignan las
expresiones analiticas de las entradas de la matriz jacobiana [&y¢/0P‘] para el caso

particular de la aproximacion “J,” de la gravitacion normal dada por la Ec. (4.51).

Introduciendo la (7.87) en la primera de las (7.86) luego r=¢,, -4 y por ultimo el
cambio del variables habitual para integrar por partes, se obtiene:

X, = | {Q(tk” W}Mvz + I {Q(I"” _l)}u ~1,)d b,

R(tkﬂ _l) R(tk+1 _l)

TS T, Ty T
_ I{Q( )} J{ (z }(T_ e I{Q(r)} dr(yiﬂbk)_j{cz(r)} drb,

s LR() 2 LR() o [R(@) o LR(7) (7.88)
{U }m J["TU(”} {U(Tx)}(viﬂbk){w(m}bk—{U(T‘)}T;bk

Q) ) LdQ(r) Q1) ur,) Q7))

{Um} { “ﬂb

Q) ur) |

Una vez mas, las matrices constantes que intervienen en la expresion anterior pueden
calcularse a priori en funcion del 7 elegido fuera del algoritmo.

Calculo del término de la fuerza especifica
Descomponiendo el intervalo [¢, t.,] en sub-intervalos de longitud Ty, la 2* de las
(7.86) se rescribe como:

M- tk j+ ¢ .
AX —Z | {gitﬂ _lﬂf‘f(/l) dA
Jj=0 t/c. . k+1
7.89
G| Qe = (0 +T,72) tkflc tP (1) dA o
) R(tk+1 (tk.j +Tm /2)) g i )

Donde se introdujo la aproximacion para A e [tkt/.,tkt/.ﬂ} :

{Q(tkﬂ—ﬂ)HQ(tkﬂ (t,+T, /2))} {Q(t—(jw)n)}{@(j)

R(,, -2~ | RU ~ (0, +T,12) | 7| R@ -+ DT, ]j =0 M -1 (7.90)

R()) |

Similarmente a las (7.38) definimos:
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suj ()2 [ Gy f s = Buf ., 28u; (4 ,.) (7.91)

U,

Con la cual la (7.89) resulta:

ot~ 5w o0 (192)

Donde las matrices constantes Q(j),R(j); j=0,..,M-I se calculan de una vez para
siempre en funcion de 75y Tp.

Similarmente a la (7.41) escribimos:

Sui (1) = Cyyp, [ CLt £ (MR = Cyp , 8ui% (1) (7.93)
tk,/

donde, como en (7.43), C;, ,, es actualizado mediante la siguiente iteracion en funcion

del angulo ¢,f ;1.; previamente calculado con el pseudo-codigo (7.32)

e e

Cb(k,O) _Cb(k)

Cllk = exp(SW, 1)
b(k,j) k,j=1j /7>

Ce _ Ce Cb(k,j—l) e 1 M (794)
bk, ) = Cbk,j-1) Sk, oS Tl
e _ e

Cb(k+1) = Cb(k,M)

El resultado final de la iteracion anterior: CZ?',?H) junto con la (7.75) y la (7.76) permiten
reiniciar el ciclo del célculo C; a partir CZ?',ZB En cuanto al calculo del término

8u;"" (1) en (7.93) el desarrollo reproduce los mismos pasos que para la terna LGV
desde la (7.44) hasta el pseudo-codigo expresado por (7.58).

7.3 Comparacion entre los algoritmos en ternas LGV v ECEF

Los algoritmos “strapdown” en coordenadas LGV son la continuacion natural de los
sistemas de navegacion con plataforma giroestabilizada paralela al plano tangente local
terrestre. En gran parte es esta herencia historica la que ha determinado su popularidad
durante el desarrollo de la tecnologia “strapdown”. En defensa de esta opcion cabe
destacar ademas que la terna de referencia geografica y el posicionamiento en
coordenadas curvilineas son muy usados en la navegacion en vehiculos sub-
atmosféricos y que muchos instrumentes exoceptivos clasicos de ayuda a la navegacion
inercial (altimetros, radionavegacion terrestre y radar) son disefiados adaptados a esa
misma terna. Otro especto que motiva el uso de estas coordenadas es la forma sencilla
que en ellas adopta la expresion de la gravedad normal (férmula de Somigliana en el
Capitulo 4). Sin embargo, como se demuestra en este Capitulo la formulacion en terna
LGV no resulta las mas adecuada desde el punto de vista numérico.

178



Martin Espafia Comision Nacional de Actividades Espaciales

Las ecuaciones cinematicas segun la terna terrestre (ECEF) son considerablemente mas
sencillas que las expresadas en terna LGV. Como fuera sefialado en Wei/Schwarz
(1990), esto permite relajar aproximaciones mejorando asi la precision y reduciendo la
complejidad e intensidad del célculo en tiempo real. Mas especificamente, en ECEF: a)
La correccion por Corilolis se calcula en forma exacta en cada paso del algoritmo que
transforma el estado cinematico anterior mediante una matriz constante conocida a
priori; b) La rotacion de la terna “e” en cada intervalo 7; es constante y conocida a
priori en forma exacta; ¢) La ausencia de la rotacion de transporte reduce la complejidad

de las ecuaciones.

Las ventajas numéricas sefialadas se acentuan en alta velocidad (alta rotacion de
transporte) como satélites, inyectores satelitales y aviones. En Carrizo et all. (2007) se
demuestra que en vehiculos rapidos los errores inducidos por la aproximacion del
término de Coriolis en terna LGV pueden dominar en varios ordenes de magnitud a los
provocados por las otras aproximaciones numéricas. En la misma referencia se compara
el desempefio de ambos algoritmos para idénticos valores de 7}, T,, y Ts, sobre una
trayectoria sintética (generada con el método expuesto en Giribet et al. 2007) de un
inyector satelital similar al vehiculo DELTA-II de NASA. El resultado es una
divergencia en la posicion en la version LGV mas de 3 érdenes de magnitud superior en
relacion a la observada en terna ECEF.

Como la ECEF es la terna estandar de los sistemas GNSS, a las ventajas anteriores se
suma una mejor adecuacion del algoritmo de propagacion del estado cinematico a la
navegacion integrada inercial-GPS (objeto del Capitulo 10). En particular, los modelos
matematicos de las medidas de pseudo-rango y Doppler (considerados en el proximo
Capitulo) son los mismos que los adoptados por los receptores GPS. La mayor
simplicidad de los modelos de estas mediciones exoceptivas se traducen ademas en
ventajas numéricas en la implementacion del algoritmo de navegacion integrada. Por
ultimo cabe destacar que para ciertas aplicaciones como la geo-referenciacion
automatica de imagenes adquiridas mediante sensores remotos tanto aéreos como
satelitales la terna de preferencia es la ECEF.
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Capitulo 8
Sistemas Satelitales
de Navegacion Global

Los Sistemas Satelitales de Navegacion Global (GNSS segun sus siglas en inglés) son
sistemas de radionavegacion pasiva con estaciones de referencias a bordo de satélites en
orbita alrededor de la Tierra. La constelacion de satélites constituye un sistema de
referenciacion absoluta que permite a un receptor alcanzado por las sefiales satelitales
medir su distancia respecto de cada satélite y determinar, por triangulacion, su propia
posicion en coordenadas ECEF, terna de referencia estandar adoptada por todos los
sistemas GNSS.

La posicion de cada satélite visible es determinada en el propio receptor con base en sus
parametros orbitales (efemérides) transmitidos junto con la sefial recibida. La distancia a
cada trasmisor satelital se calcula escalando con la velocidad de propagacion de la luz
en el vacio la medida del tiempo de propagacion de la correspondiente sefial.
Cléasicamente, la medicion precisa de intervalos de tiempos entre eventos no co-
localizados requiri6 de relojes sincronizados de alta precision y estabilidad en ambos
eventos. Es la introduccion del concepto de pseudo-distancia o “pseudo-rango” lo que
hizo posible reducir esos requerimientos de alta calidad y sincronia en el reloj del
receptor permitiendo asi su miniaturizacion y masificacion. Para esto se utiliza un

numero redundante de mediciones de tiempos de propagacion (al menos 4 en R 6 3 en

R?) todos afectados por idénticas imprecisiones del reloj del receptor (de calidad

comercial). A partir de éstas se determina, simultaneamente, las coordenadas de la
posicion del receptor y el sesgo horario de su propio reloj. De éste modo, ademas de
posicionar un receptor es posible propagar el tiempo preciso medido a bordo de los
satélites de referencia. Con los sistemas GNSS es posible lograr esto con errores
acotados uniformemente sobre casi cualquier punto del espacio circundante a la Tierra,
en casi todo instante y con escasa dependencia de las condiciones atmosféricas. Asi
mismo, el desplazamiento Doppler, medido al sintonizar la portadora, permite calcular
la velocidad radial del receptor respecto de cada satélite y, consiguientemente,
determinar el vector velocidad en las mismas coordenadas del sistema de referencia
satelital. Los receptores modernos pueden ademds rastrear la fase de la portadora
emitida por los satélites, lo cual, mediante técnicas interferométricas, hace posible
posicionamientos de muy alta precision y atin medir directamente la orientacion de un
receptor equipado con multiples antenas. Los métodos interferométricos son la base de
los mas modernos sistemas de navegacion de alta precision.

Los sistemas GNSS son tributarios del rapido desarrollo durante las ultimas décadas de
importantes tecnologias criticas tales como: vehiculos espaciales altamente confiables;
relojes atdmicos de alta precision y estabilidad (<1 seg. en 3x10° afios); buena
estabilidad a corto plazo de osciladores de cuarzo; técnicas precisas de rastreo satelital y
de calculo de efemérides y métodos avanzados de modulacion de portadora.

181



Martin Espafia Comision Nacional de Actividades Espaciales

Las aplicaciones actuales y potenciales de los GNSS son innumerables y abarcan todas
las ramas de la ingenieria, la arquitectura, la salud, el manejo territorial, de los recursos
naturales y de catastrofes, los sensores remotos, entretenimientos y, por supuesto,
cualquier medio de transporte lo cual constituy6 el motor original de esta tecnologia.

Los actuales sistemas GNSS operativos o en curso de serlo son: el NAVSTAR-GPS
desarrollado y operado por la fuerza aérea estadounidense y operativo desde 1992, el
sistema GLONASS desarrollado y operado por el ministerio de defensa ruso, operativio
definitivamente en 2012 y el sistema GALILEO. Este tltimo, tinico de origen civil fue
desarrollado por la Comunidad Europea y esta en sus fases finales de puesta en servicio.
Un aspecto destacable de esta ultima constelacion es el uso, a bordo de cada satélite, de
un par de relojes atomicos redundantes de muy alta precision: un H-Maser (1nesg/dia) y
otro RAFS (Rubidium Atomic Frequency Standard, 10nseg/dia). Asimismo, GALILEO
constituird un sistema de segunda generacion capaz de proveer por si mismo una sefial
de integridad compatible con las requeridas por la ICAO (International Civil Aviation
Organization) para la mayor parte de las fases de los vuelos comerciales. Actualmente
esta funcidén es provista por subsistemas ad-hoc de aumentacion regional GPS, tales
como el WAAS (Enge et al., 1996) sobre Norteamérica, el EGNOS (Toran/Traveset,
2004) sobre el continente europeo y el MSAS sobre Japon. Paralelamente al desarrollo
del sistema GALILEO, EEUU inici6é un plan de modernizacion del GPS con miras a
proveer también prestaciones de 2* generacion durante la presente década. Es
importante remarcar que en un futuro proximo todos estos sistemas estaran accesibles
simultineamente para receptores multi-constelacion lo cual permitird mejorar la
confiabilidad, la precision, la continuidad y la integridad a niveles insospechados por
los pioneros de la navegacion satelital.

Luego de presentar la arquitectura basica de los sistemas GNSS y de cada uno de sus
componentes, se describe la sefial de radiofrecuencia en el espacio, en base a la cual se
modela matematicamente la sefial en la antena del receptor y su etapa de RF antes de
introducir los procedimientos de demodulacion compleja y de conversion digital de la
sefal. Toda la informacioén emitida por la(s) constelacion(es) visible(s) es luego extraida
numéricamente de la sefial muestreada, esto incluye el rastreo de cada satélite en linea
de vista. El tltimo sub-capitulo estd dedicado a describir el mensaje transmitido por la
sefial de RF en el espacio de la constelacion GPS.

8.1 Arquitectura de un sistema GNSS

Es clasico describir la arquitectura de los sistemas GNSS segun sus 3 componentes
principales, a saber: el segmento espacial, el segmento terreno y el receptor o segmento
del usuario.

8.1.1 El seemento espacial

Consiste en la constelacion de satélites junto con las sefales en el espacio que ellos
proveen. Los satélites se distribuyen segun orbitas circulares cada una de las cuales
ocupa un plano fijo en coordenadas ECI conteniendo entre 4 y 6 satélites activos mas
uno, o en ciertos casos dos, de repuesto. La distribucion espacial de los satélites (y sus
orbitas) esta disefiada de modo que sea posible “ver” al menos 4 satélites desde
cualquier punto de la Tierra.
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La Tabla 8.1 indica algunas caracteristicas de las constelaciones GPS, GALILEO y
GLONASS. Por su parte, la Figura 8.1 muestra, a modo de ejemplo, los 6 planos
orbitales del sistema GPS con 4+1 satélites en cada orbita.

Las funciones del segmento espacial son: a) recibir y almacenar la informacion
preveniente del segmento de control, b) mantener el tiempo preciso a bordo, ¢) modular
y transmitir las portadoras con los respectivos codigos de cada satélite y los mensajes de
navegacion y d) asegurar la localizacion espacio-temporal asignada por el segmento de
control de cada satélite dentro de su orbita.

GNSS PLANOS SATELITES | INCLINA- [PERIODOS SATELITES | ALTURA
ORBITALES | /ORBITA | CION VISIBLES

GPS 6 a 60° 4+1 55° 12hs >4 20200Km

GALILEO | 32 120° 10+1 56° 14hs >6 23600Km

GLONASS | 32 120° 7+1 64,8° 11,25hs >5 19100Km

Tabla 8.1: Caracteristicas orbitales nominales de 1as principales constelaciones GNSS.

Plano del
Ecuador

Figura 8.1: Orbitas del segmento espacial del sistema GPS proyectadas
sobre el plano del Ecuador.

La Figura 8.2 indica las portadoras de las sefiales en el espacio para las 3 constelaciones
consideradas, todas ubicadas en la region RNSS (Radionavigation Satellite Service) de
la banda L. Esta region incluye a la zona protegida de interferencias ARNS
(Aeronautical Radio Navigation Service) destinada a la aeronavegacion comercial y
sujeta a muy estrictas regulaciones internacionales.

El sistema GPS utiliza el método CDMA (Code Division Multiple Access, ver Sec. 8.2)
para emitir sus sefiales segin dos codigos con un canal de codigo independiente
asignado a cada satélite. Sobre su portadora L1 (1575.42 MHz) en la zona ARNS
trasmite, “‘en fase”, una sefial de precision para aplicaciones militares con el codigo
denominado P(Y) code (que puede estar encriptado) y otra “en cuadratura” con codigo
C/A (Coarse-Acquisition code) de libre acceso. El codigo P(Y) también es trasmitido
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sobre la componente en fase de una segunda portadora L2 (1227.60 MHz) ubicada fuera
de la zona protegida ARNS. A partir de los primeros satélites del plan de
modernizacion: Block II R-M (Repelenishment and Modernized) lanzados en 2005,
GPS también trasmite en cuadratura sobre la portadora L2 la nueva sefial civil L2C con
codigo C/A. Los satélites del bloque Block II F (follow on), con lanzamientos desde
2009, incluyen dos nuevas sefales de seguridad de vida (SOL: Safety of Life) sobre la
portadora L5 (1176.45 MHz) con un codigo similar al P(Y)*. Culminado el proceso de
modernizacion, el sistema GPS ofrecera sefiales en 3 bandas de frecuencias diferentes a
sus usuarios civiles, lo que implicara una significativa mejora en precision y
confiabilidad respecto de la situacion actual.

El sistema GLONASS utiliza como técnica de multiplexado la division por frecuencia
FDMA (Frequency Division Multiple Access) y trasmite un mismo codigo
simultaneamente en 15 canales de frecuencias sobre dos portadoras: L1: 1602,0 Mhz
(1598.0625 a 1605.375 MHz) y L2: 1245,8 MHz (1242.9375 a 1248.625 MHz). La no
coincidencia de bandas con GPS complica y encarece el disefio de receptores
combinados GLONASS/GPS, por lo que el programa de modernizacion de GLONASS,
anunciado en 2008 por el estado ruso, contempla la transmisién de los mismos 15
canales sobre una nueva sefial FDMA localizada en la banda L3 (de 1197.648 a
1212.255 MHz) situada entre las bandas L2 y L5 de GPS y coincidente con la banda
ESb de GALILEO. El uso de FDMA hacia de GLONASS la excepcion en el uso de
CDMA adoptado por el resto de los sistemas GNSS (incluido el sistema COMPASS
chino en desarrollo). Teniendo en cuenta esto, la federacion rusa aprob6 en 2008 la
futura incorporacion de dos sefiales CDMA centradas, respectivamente, en las
portadoras L1 y L5 de GPS.

L2 i 2 L1 E1;

>

""" Bandas ARNS | Bandas ARNS
| Bandas RNSS i Bandas RNSS
E5all5 E5b : I i
i |
|

A Dol ] ; ; o s ; ]
F8ddidd & i 85 § iéé
- o o e ] o L Ex I - e - é“" £ 6? éc

£ & § 8 § g8
Il Galileo [CGalileo B GLONASS [CIGPS

Figura 8.2: Portadoras en banda L de los 3 sistemas GNSS.

La constelacion GALILEO utiliza 10 sefiales multiplexadas segun el sistema CDMA
con portadoras en las bandas E5a, E5b, E6, en banda L inferior, y E2-L1-E1, en la
banda L superior (ver; Hein et al., 2002). La selecciéon de estas bandas asegura
compatibilidad en la recepcion con los sistemas GPS y GLONASS. En particular, como
se advierte en la Figura 8.2, GALILEO comparte con GLONASS y GPS las frecuencias
centrales ESa/L5 y L1 y con GLONASS la sub-banda ESb.

"El satélite SVN49 del Bloque IIR-M lanzado en marzo de 2009 fue el primero en trasmitir en frecuencia
L5. Se prevé una constelacion operativa en L5 para 2018.
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La Tabla 8.2 resume las principales caracteristicas previstas para la sefiales de
GALILEO (no todas tienen ya definida la velocidad de transmision de datos) que
conllevaran 5 tipos de datos: a) de navegacion, b) de integridad, c¢) comerciales, d)
sefales reguladas por el poder publico (PRS: Public Regulated Service) y e) del servicio
de busqueda y rescate o SAR (Search And Rescue). Esta tltima banda es una novedad
del sistema GALILEO y estd dedicada a la emision de datos sobre situaciones de
emergencias a los operadores de este servicio. Las sefiales destinadas a los servicios
comerciales (CS) y PRS son de acceso restringido y estaran encriptadas, mientras que el
resto seran de acceso libre (OS: Open Service))). El sistema ofrecera datos de
navegacion OS y SOL en 6 sefiales, incluyendo 3 “portadoras piloto” sin datos”, sobre
las bandas E5a/L5 y L1.

SENAL | BANDA | CHIP RATE | ENCRIPT. | USUARIO

1 ESal 10Mcps No OS

2 ESa2 10Mcps Piloto OS

3 ESbl 10Mcps No OS/CS/SoL
4 ESb2 10Mcps Piloto OS

5 E6a SMcps Si PRS

6 E6b SMcps Si CS

7 E6c SMcps Piloto OS

8 Lla mMcps Si PRS

9 L1b 2Mcps No OS/CS/SoL
10 Llc 2Mcps No OS/CS/SoL

Tabla 8.2: Caracteristicas y usuarios de las bandas de GALILEO.

8.1.2 El segmento terreno

El segmento terreno o segmento de control de un sistema GNSS es el conjunto de
estaciones, instalaciones y equipos destinados a monitorear la salud del segmento
espacial y asegurar el rastreo, la telemetria, el comando y control de cada satélite.
También queda bajo su autoridad la determinacion del tiempo global del sistema, la
sincronizacion de los relojes de los segmentos espacial y terreno, el calculo de las
correcciones de tiempo y de efemérides, la determinacion de los parametros de
propagacion y el enlace de datos hacia el segmento espacial. Un conjunto de estaciones
de referencia de posiciones conocidas con alta precision rastrea los satélites visibles y
reenvia sus sefiales a un centro de computo que calcula las efemérides y el error del
reloj atomico abordo de cada satélite. Estos datos son luego transmitidos a las
estaciones terrenas de enlace las que a su vez los suben a la constelacion para luego ser
incorporados al mensaje de navegacion modulado sobre la sefal que recibe el usuario.

Posiblemente la principal fuente de errores en la determinacién del tiempo de
propagacion proviene de la capa ionosférica de la Tierra que introduce un retraso en la
velocidad de grupo de la sefial (ver mas adelante). Como la profundidad e intensidad de
la ionosfera varian con la hora del dia, la latitud y la actividad solarT, una funcién del
segmento terreno es actualizar los parametros de un modelo del contenido electronico

"Las portadoras piloto facilitan el rastreo y la medicion de la distancia al satélite emisor por parte del
receptor.

fComo veremos en el préximo capitulo sus efectos pueden ser paliados si cada satélite emite en mas de
una frecuencia y el receptor esta capacitado para recibirlas.
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de esta capa. El sistema GPS utiliza el modelo de Klobuchar (ver Parkinson/ Spilker,
1996, Vol. 1, Ch.12, p.485-514) que corrige hasta un 60% del retraso ionosférico. Los
parametros del modelo ionosférico son subidos a la constelacion y posteriormente
difundidos por via del mensaje de navegacion.

La precision con la cual es posible corregir los errores del segmento espacial (incluido
el retraso ionosférico) depende de la densidad de estaciones de rastreo, de la cantidad de
estaciones de referencia que ve cada satélite en un dado instante y de la frecuencia de
renovacion de estos datos por parte del segmento de control. Por este motivo, el nuevo
programa de modernizacion del segmento terreno del sistema GPS, acordado en
septiembre de 2007 elevd a 11 las estaciones de monitoreo MS (Monitor Station),
agregando a las 5 originales manejadas por la USAF, localizadas en Hawaii, Colorado
Springs, las islas Ascension (Atlantico Sur), Diego Garcia (Indico Sur) y Kwajalein
(Pacifico Norte), las recientes 6 administradas por la agencia NIMA (National Imagery
and Mapping Agency) y localizadas en: Washington, DC, Inglaterra, Argentina,
Ecuador, Arabia Saudita y Australia. También prevé a mediano plazo la incorporacion
de 5 nuevas estaciones mas. Asimismo, a la estacion de control central MCS (Master
Control Station) en Colorado Springs se agregd la MCS en Gaithersburg, Maryland. La
actual red de estaciones MS de GPS asegura la visibilidad desde cada satélite de al
menos 2 MS el 100% del tiempo (Yinger, et.al., 2003). Las 3 antenas de subida de datos
(GA: Ground Antenna) ubicadas, respectivamente, en Ascension, Diego Garcia y
Kwajalein actualizan los parametros orbitales de la efemérides de los satélites y sus
respectivos relojes atomicos (con precision de nano-segundos) al menos una vez por
dia. Estos datos son incorporados al mensaje de navegacion incluido en la sefal
trasmitida desde cada satélite. Con la sustitucion de la actual constelacion por las nuevas
generaciones de satélites Block IIR/IIF, el segmento espacial dispondra de la
funcionalidad de auto-navegacion relativa, lo que permitird actualizar con mayor
frecuencia los parametros del mensaje prescindiendo del segmento terreno, que, de
todos modos, seguira asegurando la supervision a largo plazo de los parametros del
mensaje de navegacion.

El segmento terreno de GLONASS ocupa actualmente el interior del territorio de la
antigua URSS y consiste de 9 estaciones MS, 3 estaciones de enlace (GA), 4 de rastreo,
telemetria y control y su MCS cercana a Moscu. Un programa de modernizacion
(anunciado en 2008) consiste en la instalacion de nuevas estaciones MS fuera del
territorio ruso para mejorar la trazabilidad de la constelacion y reducir el periodo de
actualizacion de las correcciones a bordo. Esto es un avance significativo teniendo en
cuenta que hasta ahora un satélite podia emitir datos erroneos durante 6hs. sin ser
detectado. Con esta mejora GLONASS puede proveer una precision de tiempo y de
determinacion orbital similares a las de GPS.

El segmento terreno del sistema GALILEO estd conformado por dos subsistemas: el
GCS (Ground Control Segment) y el GMS (Ground Mission Segment). E1 GCS con una
red global de 5 estaciones TTC (Telemetry Tracking and Control) para el
mantenimiento, control orbital, supervision paramétrica y salud de los satélites. EIl
GMS se apoyara en una red global de 30 estaciones GSS (Galileo Sensor Stations)
equipadas con receptores de referencia dedicadas al monitoreo continuo de las sefales
en el espacio (SIS) emitidas por la constelacion. Mediante esta red el GMS realiza la
determinacion orbitografica y la sincronia de tiempos (ODTS: Orbitography
Determination and Time Synchronization) incluyendo el calculo de los desfasajes de los
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relojes y de la prediccion de sus derivas, resultados que seran retransmitidos a la
constelacion a intervalos de 100 minutos. Asimismo el GMS calculara la funcion de
integridad de la sefal de cada satélite luego traducida en mensajes de alerta difundidos
por la constelacion asegurando que el intervalo entre la deteccion de una falla y su
notificacion al usuario TTA (Time to Alert) sea inferior a 6 segs. Cinco estaciones
globales de enlace ULS (Up-Link-Stations) permitiran la comunicaciéon del segmento
terreno con el segmento espacial.

8.2 Caracteristicas de la seiial GPS

Como se dijo mas arriba, el sistema GPS utiliza el multiplexado CDMA para emitir las
sefnales desde cada satélite. Este sistema consiste en modular, en banda base, una
secuencia binaria pseudo-aleatoria (PRBS) unica para cada satélite (c6digo) con los bits
de los datos efectivamente trasmitidos por éste. La tasa de bits (bit rate) de la PRBS se
elije mucho mas alta que la tasa de bits de los datos. Como veremos, entre otros estos
ultimos vehiculizan hacia el receptor informacion crucial relativa, por un lado, sobre a
la constelacion en su conjunto y, mas detallada y precisa, sobre el satélite emisor. A la
sefal en banda base resultante se la llama de espectro expandido (spread spectrum en
inglés) dado que el soporte de su espectro de potencia queda determinado por la sefial
PRBS y se extiende sobre una banda de frecuencias mucho mas amplia que la
correspondiente a la informacion efectivamente trasmitida. Sefiales en banda base de
este tipo pueden ser emitidas sobre mas de una portadora.

Dos son los servicios basicos que ofrece el GPS: el SPS (Standard Positioning Service)
y el PPS (Precise Positioning Service). Ambos utilizan multiplexado de tipo CDMA, el
primero usa un codigo (PRBS) llamado “C/A” (Coarse Acquisition) y el segundo un
codigo de mayor extension y ancho de banda y por tanto mas preciso llamado “P” que,
cuando esta encriptado (y es so6lo accesible a usuarios autorizados), se denota Y. La
notacion usual P(Y) hace referencia al codigo de precision sin distinguir si estd o no
encriptado. Ambos co6digos modulados por los datos se montan sobre sefiales portadoras
usando modulacion de tipo BPSK (Binary Phase Shift Keying) consistente en rotar en
180° la fase de la portadora (coincidente con el pasaje por 0 o © radianes de la misma)
cada vez que hay un cambio de nivel en la sefial en banda base a trasmitir. Esto permite
distinguir entre ambos estados.

Las frecuencias de las portadoras usadas por estos servicios son multiplos enteros
coherentes de una frecuencia tnica generada por el reloj atomico estandar a bordo de
cada satélite de 10,23MHz., de tal modo que:

f,1 =154x10,23MHz = 1575,42MHz

f;, =120x10,23MHz =1227,60MHz @1
Las tasas de cambio de estado (chip-rate) estan sincronizados con el reloj atomico de
referencia y ésta para el codigo C/A es de 1,023MHz mientras que para el codigo P(Y)
es de 10,23MHz. Cada satélite tiene asignada una secuencia PRBS de bits (+1 6 -1)
unica para ambos codigos de ambos servicios. El codigo C/A usa secuencias PRBS
lineales de tipo “Gold” de maxima longitud, de duracion temporal total igual a 1ms con
N=1023 bits y ancho de pulso 7.=1/1,023puseg (1540 ciclos fi;). Estas secuencias C/A
son caracterizadas por ser mutuamente estadisticamente cuasi-ortogonales bajo la
operacion binaria de correlacion cruzada (Gold, 1967). Esto permite discriminar
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facilmente entre dos secuencias PRBS distintas. Por su parte, el PPS codifica la sefial
con secuencias PRBS no-lineales, llamadas P-code, de gran longitud (N~210'*) y ancho

de pulso 7,,=1/10,23 pseg (120 ciclos fi,). Estas secuencias son reiniciadas al principio
de cada semana. Desde su inicio en 1994, el codigo P es usado en su forma encriptada:
Y-code con el fin de limitar su uso s6lo a usuarios autorizados.

La Figura 8.3 esquematiza la jerarquia en los procesos de modulacion de las sefales
GPS. El nivel del bit del dato de navegacion es sumado modulo-2 al correspondiente
nivel del bit de la secuencia del cédigo C/A 6 P(Y) segliin el caso. Esta operacion
aprovecha el hecho de que los chip rates de ambos codigos son multiplos enteros del bit
rate (tasa de bits por unidad de tiempo) de los datos de S0Hz. De este modo, con una
longitud 74=20mseg. cada bit de datos recubre un niimero entero de bits de cualquiera
de los dos codigos correspondiendo, respectivamente, a 20 secuencias PRBS completas

del codigo C/A y a ~2x10° bits del codigo P(Y). El nivel resultante de la primera

operacion binaria modula en BPSK la componente en cuadratura de la portadora L1,
mientras que el resultado de la segunda operacion modula las componentes en fase,
tanto de la portadora L1 como de la L2. Asi, la portadora L1 es modulada por ambos
codigos (en fase y en cuadratura), mientras que la L2 estd dedicada exclusivamente al
codigo P(Y). La administracion del sistema puede decidir no modular con datos al
codigo P(Y) montado sobre una u otra portadora.

" TR "B

90° >
Codigo C/A 1.023 MHz Sefial L1

Datos nav. @ 50 Hz Suma

J_I_'J_I_l_l_r /Médulo—2

Cédigo P(Y) 10.23 MHz

Senal L2

Portadora L2 1227.6 MHz

Figura 8.3: Esquema de modulacion de las sefiales en el espacio de GPS.

Como ya se indic6, la modulaciéon de la portadora con una PRBS redistribuye la
potencia de la sefial, originalmente contenida en una pequefia banda (50Hz en este
caso), sobre una banda mucho mayor centrada en la portadora que, como veremos en el
Parrafo 8.2.1, en el caso del codigo C/A es de 2Mhz y en el caso de codigo P(Y) es de
20MHz (en ambos casos dos veces el ancho de banda del chip rate). La potencia de
estas sefiales en un punto cercano a la superficie terrestre es extremadamente baja. En
promedio, para el codigo C/A es de -160dBW, para el codigo P(Y) en L1 es -163dBW y
para el codigo P(Y) en L2 es -166dBW.

La Figura 8.4 muestra esquematicamente las formas de onda en banda base y, en su
parte inferior, la onda resultante de la modulacion indicada en la Figura 8.3. Se
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ejemplifica con varios bits del codigo C/A de longitud 7. y un bit de datos de longitud
T4 recubriendo un cierto nimero entero de bits de codigo.

1
B

T, ™1 T, lapi

--2-

Bits de datos
Codigo
modulado c/datos
Cédigo PRBS

Portadora L2

Portadora L2
modulada

T s e D e N N I M

Figura 8.4: Modulacion BPSK de la portadora GPS L2.

El modelo usado para describir la sefial de espectro expandido en la antena del satélite i
de la constelacion GPS es:

s'(£) = 20, D' (t)CA' (1)sen(2( £, + ;) + ¢} ) +
+ /2WR D' ()P (t)cos2n(f; +8f}) + ¢}) + (8.2)
+ /ZWPZ D' (t)P' ()cos(2n( f> + 8f3) + @)

Donde: W, Wp 'y Wp son, respectivamente, las potencias promedio de las sefiales
transportadas por el codigo C/A sobre la frecuencia f; (L1) y por el codigo P(Y),
respectivamente, sobre fi y fo (L2); 8f]'y &f, son los desvios en frecuencia de las
respectivas portadoras respecto de sus valores nominales para el satélite i; (pi y (p"2 son
las correspondientes fases modulo 27w (indeterminadas, ambiguas y no coherentes entre
si) de dichas portadoras; D' (¢) (=t1) es la secuencia de bits de los datos del mensaje
trasmitido por el satélite i; CA'(¢) (=%1) es la secuencia PRBS de su correspondiente

codigo C/A que, ademas de expandir el espectro, identifica al satélite 7; P’ (f)(=%1) es la
secuencia correspondiente al codigo P(Y).

8.2.1 Banda base de la seiial GPS

Siendo la sefial PRBS del codigo C/A de cada satélite peridodica de periodo 1ms
(longitud temporal de la PRBS), su densidad espectral de potencia (PSD) en banda base
resulta ser una distribucion de deltas de Dirac (espectro de lineas) equi-espaciados a
IKHz. La envolvente de esta distribucion tiene la forma (ver Papoulis (1962) y
Kaplan/Hegarty (2006)):

AT, sen’(nfT)) AT

B =y = e ) (8.3)

Sin ser realmente una funcion, un delta de Dirac tiene integral unitaria. Esto explica que
la integral de la PSD de una PRBS sobre intervalos de frecuencias grandes comparados
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con 1KHz resulte equivalente a la integral de su envolvente (8.3). Por esto, a la
expresion anterior se la denomina la envolvente continua equivalente de la PSD de una
PRBS (Parkinson/Spilker (1996), Vol. I, p. 338). Con esto, la potencia total de la sefal
PRBS puede calcularse a partir de la (8.3) y resulta:

P—tim [ By =2 8.4
= lim [ E(Ndf == (8.4)

Es posible demostrar sin embargo que el 90% de la potencia total P’ se concentra en el
intervalo de frecuencias [-B,B][Hz] con B=1/T,~1MHz. Teniendo en cuenta que el

ancho de banda de la sefial de datos D'(f) que modula al codigo C/A es, a penas, el 5%

de B, el valor de referencia para la banda base efectiva de la sefal util emitida por cada
satélite (PRBS+C/A) resulta en la practica ~2B=2[MHz].

8.2.2 Representacion de un ruido en banda base y de un ruido pasabanda

Introducimos estos conceptos para referencia futura. Por ruido en banda base se
entiende a un ruido blanco (de banda ancha) gaussiano filtrado por un filtro pasabajos
cuya PSD se concentra en una banda acotada de frecuencias conteniendo al origen tal

que: | f | <W siendo W el ancho de la banda base. Por otro lado, un ruido pasabanda es

el resultado de filtrar un ruido blanco, gaussiano con un filtro pasabanda, asi, por
definicion, un filtro pasabanda es aquel cuya funcion de transferencia se anula en un
rango de frecuencias simétrico respecto del origen. Siendo la respuesta impulsiva de un
filtro pasabanda (BPF) real, el mdédulo de su funcion de transferencia es simétrico
respecto del origen. De este modo, un filtro pasabanda de frecuencia central £, y ancho
de banda W < f, posee respuesta no nula solo entre las frecuencias [f, —W, f, +W]

(rama positiva del filtro) y entre las frecuencias [-f, —W,—f, +W] (rama negativa del
filtro).

Cuando un filtro pasabanda ideal, dado por el par (f.,/), con funcién de transferencia
H, (/) unitaria y tal que |HPb (f)| =0 para |f £ f.|> W es excitado por un ruido blanco
de densidad espectral de potencia (PSD) constante igual a N/2, la respuesta n,,(7) del

filtro es por definicion un ruido pasabanda con densidad espectral de potencia
S, (f)=N/2 para |fifc| <W y nula sobre el resto del eje de las frecuencias. La

potencia promedio de n,,(¢) es por lo tanto: P, = E{n, (t)’}=2WN.

Eligiendo dos ruidos gaussianos independientes n(¢) y no(f) descorrelacionados entre si
en la banda base W con PSD's planas, ambos tales que S, (f )=5, ( f)=N para

| f | <W y nula fuera de esta banda, construimos el proceso estocastico:

n(t) = n,(£)cos(2nf 1) — n, (£) sin(2xf 1) (8.5)

Dada la descorrelacion entre ambos ruidos y el hecho de que sus funciones de
autocorrelacién sean iguales a: R, (1) = R, (v)y=F 'I{Snl (f)}, es facil mostrar usando la

definicion de funcion de autocorrelacion que (ver Proakis/Saleshi, 2002):
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R, (1) = E{n(t +0n(1)}

=R, (t)cos(2nft) =R, (1) (#] (8.6)

Usando las propiedades de traslacion de la transformada de Fourier, el espectro de
potencia del ruido n(¢) resulta:

S, (f =)+, (f+1)
2

S, () =F{R, (v)} = =S, (N (8.7)
con lo cual, en términos de sus estadisticas de segundo orden, el proceso n(f) no se
distingue de un proceso pasabanda 7 ,(¢) introducido mas arriba. Visto lo anterior, y

siguiendo a Parkinson/Spilker (1996; Vol. I, pag. 340) o también a Proakis/Saleshi,
(2002; Sec. 4.6) se adopta a la (8.5) como caracterizacion de un ruido pasabanda con
frecuencia central f .

Introduciendo el fasor complejo en banda base n,, () 2 n,()+ jn,(f) y a partir de la

caracterizacion (8.5) el ruido pasabanda se rescribe como:
1, (1) = Re{(n, (1) + jny (1))e”*™*} = Re{n,, (1)e’*™} (8.8)

El proceso n,,(t) es llamado la envolvente compleja en banda base del ruido pasabanda
npp(f).  Nuevamente usando la descorrelacion entre los procesos n,(f) y n,(r) y la

definicion de funcion de correlacion, es facil mostrar en primer lugar que:

R, (7)=E{n, (t+ T)”Zb (1)} =2R,(7)

(8.9)
= 8, (/) =F{R,, (1)} =25,(f)
y, junto con la (8.7), que la potencia promedio de 7,,(f) resulta:
P, =E{n, (0} =R, (0)=R,(0)=R,(0) (8.10)

8.3 El receptor GPS

El receptor GPS recibe en forma superpuesta las sefiales de espectro expandido
(CDMA), emitidas por los satélites en linea de vista con el receptor, sumadas al ruido
ambiental y a interferencias de diverso origen, tales como: ruido electronico, emisiones
térmicas de origen terrestre, atmosférico y astronomico, sefiales GPS reflejadas e
interferencia humana deliberada o accidental. En condiciones de recepcion nominal, la
potencia de sefial en el receptor comparada con la del ruido total, resulta, para la sefial
C/A, en una relacion sefial ruido (SNR) de entre -18dB y -26dB (dependiendo del
angulo de elevacion de la linea de propagacion). Para la sefial P(Y) esta relacion se
deteriora aproximadamente en la misma proporcion en que aumenta el ancho de la
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banda base, es decir en un factor 10 (similar potencia de sefial pero distribuida en una
banda 10 veces mayor).

Como se advierte, el desafio del disefio de un receptor GPS reside en extraer la
informacion desde el fondo de un ruido con niveles de potencia hasta 3 ordenes de
magnitud superior a la potencia de la sefial! Lo que hace posible abordar este desafio es
el hecho de que la sefial emitida por un dado satélite es, en un cierto sentido que
comentaremos, incoherente con todas las perturbaciones, incluidas las sefiales emitidas
por los otros satélites de la constelacion.

8.3.1 La senal de RF en la antena del receptor

La portadora de cada satélite llega al receptor con un desplazamiento en frecuencia
propio causado por la velocidad radial relativa del satélite respecto del receptor (efecto
Doppler). Para un vehiculo atmosférico este desplazamiento puede alcanzar los +10Khz.
En vehiculos espaciales (cohetes o satélites) el desplazamiento total en frecuencia puede
llegar hasta +20Khz.

Para simplificar la exposicion, consideramos so6lo la portadora L; modulada con codigo
C/A. Las conclusiones son generalizables a mas de una portadora. Llamaremos f.=f; a
la frecuencia nominal de esa portadora. La sefial en la antena del receptor, superposicion
de las sefiales provenientes de la constelacion visible mas el ruido, resulta:

K .
s(t) = Zs’ (t)+w(t); K = n°de satelites visibles.
pn (8.11)

s'(6) =N2P DI (=) CA (=T ycosRr( £+ + )i+ ); =10 K

Donde: P’ es la potencia promedio de la sefial del satélite i en la antena; w(?) es el ruido
aditivo de banda ancha, mayormente de origen térmico o de impacto (shot noise),
supuesto gaussiano, centrado, descorrelacionado, estacionario de 2° orden e

independiente de las sefiales satelitales; r; es el tiempo de propagacion desde el satélite

i a la antena del receptor, fcf es el desvio Doppler en la antena, ¢’ €[0,27) es la fase
moédulo 2n (ambigua) de la portadora en la antena del receptor y, por ultimo,

& =of! .

8.3.2 Etapa de RF en el receptor

En esta etapa, la sefial en la antena s(¢) pasa primeramente por un pre-amplificador de
bajo ruido, luego por un filtro pasa-banda centrado en la portadora que suprime en parte
interferencias y ruido fuera de la banda pasante y, a continuacion, por una etapa de
mezclado con la sefial del oscilador local cuya frecuencia f,; es disefiada para bajar la
frecuencia de la portadora a la frecuencia intermedia fi» A la salida del mezclado se
suprime la banda superior con un filtro pasabajos. La sefal resultante pasara todavia por
un filtro pasabanda centrado en f; con ancho de banda Wj con el fin de atenuar o
suprimir ruido fuera de la banda util, armonicos y otros términos indeseados
provenientes del proceso de mezclado.

A la salida de la etapa de frecuencia intermedia, la sefial puede ser descrita mediante la
siguiente "sernial pasabanda":
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K
s ()= sip () +r(1); K =n° de satelites visibles.
P (8.12)

sip (1) = A'D'(t =1, )CA' (1 = 1, ) cos R fiy + [t +¢" —@y); i=1,.... K

Donde, 4’ es la amplitud resultante de la sefial; ‘EL es ahora el tiempo de propagacion
total incluyendo la suma de los retardos electronicos de las distintas etapas en cascada
del receptor del usuario (amplificacion, filtrado, mezclado, etc.); ¢, es la fase modulo
2n que agrega el oscilador local; r(¢) es un ruido pasabanda resultado de filtrar el
ruido de banda ancha w(¢) con el filtro pasabanda de la etapa de frecuencia intermedia.
Por otra parte, denotando of, al error en frecuencia del OL, el desvio Doppler

"efectivo" que percibe el receptor resulta ser:

L2 L4815, (8.13)

El soporte sobre el eje de frecuencias del espectro de potencia de la sefial pasabanda real
s;7 (1) (incluyendo al ruido r(7)) es caracterizado por el par (fir ,Wy); f;; > W, . Dicho
soporte, que resulta simétrico respecto del origen (sin contener a éste), posee una banda
en las frecuencias positivas (rama positiva) de ancho Wjscentrada en la frecuencia f;; y

. ;. . . *
otra simétrica (rama negativa) centrada en la frecuencia —f;; .

8.3.3 Demodulacion v muestreo en cuadratura

2cos(2zm ft+o,)
» > LPF dOR A/D —> 1(kT))
S[f(t)—b ay
o)
» X —{ LPF > A/D — O(kT))
2sen(27 f;t + @,)

Figura 8.5: Demodulador complejo seguido del conversor A/D.

El muestreo en cuadratura consiste en digitalizar la envolvente compleja de la sefial en
frecuencia intermedia (8.12) (incluido el ruido) después de trasladar su espectro a la
banda base (e.d.: centrado en el origen de frecuencias) reteniendo la sefial util (e.d:

PRBS mas cédigo C/A méas Doppler efectivo f},). Por razones de brevedad y
simplicidad, s6lo expondremos la técnica mas clasica del muestreo en cuadratura basada

“En rigor el centro de ambas bandas estaria en &( fif' + f [l)) , pero en la practica fif' > f Ll) .
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en una etapa de demodulacién analogica compleja seguida de otra de muestreo (ver Fig.
8.5)".

La primera parte de la demodulacion compleja consiste en mezclar la sefial s, (7)
(Ec.(8.12)) con las partes real e imaginaria de la sefial compleja 2 exp(j27f, ) generada

en el receptor. A continuacion del mezclado, los filtros pasabajos (LPF) cumplen varias
funciones claves: en primer lugar, suprimen las bandas superiores centradas en
armonicos superiores de f;, resultantes del mezclado, en segundo lugar, limitan la sefial

al ancho de banda nutil

f|<B y en tercer lugar filtran el ruido fuera de la banda til
impidiendo que éste se “pliegue” sobre dicha banda (efecto aliasing) distorsionando la
sefal discreta resultante del muestreado posterior. Supondremos que la densidad
espectral de potencia del ruido pasabanda en la banda efectiva |f + /.| < B es Ny/2.

Expresando en la (8.12) el coseno como suma de exponenciales complejas y usando la
representacion (8.8) para el ruido pasabanda efectivo, las sefiales a la salida de ambos
LPF resultan ser las componentes real e imaginaria de la envolvente compleja de la
sefial ttil en la banda base:

a(O)=1(0)+ JOW=Y" 4D (1~ )CA (1, )exp((2nf 26+ )+, (1)

](t)éi A'D'(t-1) )CA' (11} )cos(2nf i+ )+n, (1); (8.14)

i=1

QY 4D/ (1%, C (15, ysen2rf+4, V1, (1)

i=1

Donde, se uso la definicion:
0, 20' o, (8.15)

Las magnitudes t/, f; y ¢ varian lentamente con el tiempo y son desconocidas a

priori. La sefial compleja a(?) a la salida del demodulador es muestreada con periodo 7
adaptado al ancho de banda de los LPF (<1/2B segin Shannon-Whittaker, ver Capitulo
2) de lo cual resulta la secuencia compleja:

K
a,=I(kT,)+JO(KT, )= A'D' (KT, ~,)CA' (KT,~<, )exp(f2nf pkT.+¢.)+n,  (8.16)
i=1
donde n,,, =n,+jn, es la secuencia compleja resultante de muestrear el ruido aditivo
complejo continuo en banda base (|f|<B) n,,(t) limitado en frecuencia por el LPF con
n, y ny secuencias reales, gaussianas, centradas y conjuntamente descorrelacionadas.

De acuerdo con lo visto sobre el ruido blanco muestreado en el Parrafo 2.5.1 del

’ Ver Parkinson/Spilker, 1996; Vol. 1 Chap. 8, para la descripcion de un procedimiento basado en la
discretizacion directa de la sefial s5,(f), conocido como pass-band IF-sampling, ampliamente usado en los
receptores modernos definidos por software.
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Capitulo 2 y la representacion (8.8), se tiene E{nfk}:E{nék}:No/ﬂ , de lo cual resulta

., ., . . *
que la funcion de auto-correlacion del proceso complejo discreto n,,, es :

E{nbbknzbl}:8k,2N0/TS; con §,,=1sik=ly 6,,=0 sik#l (8.17)

8.3.4 Adquisicion de los satélites en vista

Resta aun extraer, de la sefial discreta a; de la (8.16), la informacién crucial requerida
por el receptor para resolver la navegacion, a saber: a) el codigo CA'(f) que determina

el timico satélite que lo usa, b) T, el tiempo de transito entre el satélite i y el receptor

(medida de la distancia radial), c) f[",: el desplazamiento Doppler (medida de su
velocidad radial), d) D'(7): la cadena de bits de datos que contiene el mensaje emitido
por el satélite i, finalmente, e) la fase ¢L que, cuando estd disponible, permite, como

veremos mas adelante, el posicionamiento de alta precision mediante métodos
interferometricos.

Se entiende por adquisicion de un satélite con sefial presente en la antena del receptor, a
la determinacion de ‘EL y f [[, junto con la deteccion del codigo CA'(¢) especifico del

satélite que emite la sefial. A continuacion resumimos este procedimiento cuyos detalles
asi como los principios mas generales del disefio de los receptores GPS modernos
pueden consultase en Kaplan/Hegarty, 2006, Misra/Enge, 2006 6 Parkinson/Spilker,
1996.

La secuencia discreta a, es correlacionada numéricamente con la siguiente sefial

discreta generada en el receptor en sincronia con el muestreo (8.16) en funcion del
codigo CA' del satélite buscado:

Xp(2), fansO) = CA'(KT, — 1) exp (27 f,kT, +4)))

(KT, - 0 (8.18)
=X, (7, fp.)exp(d,)

~

Al i i
Los valores 7, f,..®

n

se mantienen constantes durante periodos de longitud fija
T;,=NT;, llamados de integracion coherente e indexados con el indice 7, en los cuales, el
bit de datos de D'(¢) es supuesto constante (0 6 1). Para reducir la probabilidad de que

el bit de datos (de 20ms de duracion) cambie de signo en 7;,, este periodo se elige igual
a s6lo unos pocos ms.

Para cada satélite visible (o potencialmente visible) y cada periodo T;, se forman las
siguientes sumas de productos entre las sefiales complejas (8.16) y (8.18) indexadas con
n:

nN

R 0D= D ax (& fan ) s =LK (8.19)

k=(n-1)N

* .y * .
Se usa la notacion: v =conj(v); veC.
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La secuencia 7! constituye la medicion fundamental que produce un receptor GPS

respecto del satélite i. Con base en estas medidas se generan los “observables" defindos
mas adelante y que son requeridos por la funciéon de navegacion que ejecuta el software
del propio receptor.

Gracias a la ortogonalidad (descorrelacion) entre secuencias PRBS Gold de méxima
longitud diferentes, este procedimiento numérico (conocido como “matching filtering”,
Parkinson/Spilker, 1996) "selecciona" la sefial proveniente del satélite i (en caso de

estar presente en la antena) por ser la Unica para la cual la correlacion 7! serd
apreciable, en tanto que la correlacion con las otras sefiales aparecera casi como ruido
puro. De este modo, para Af'2f—fi 'y 8¢ 2¢! —¢' , al final del n-ésimo periodo, el
valor acumulado en el i-¢simo correlador (8.19), i=1,...,K, se expresa segun:
n n nN
5y (3o [ O)=A'D, Y CA'(KT,—,)CA' (KT, ~1, ) exp (i(2n(Af, KT, +3¢;, )+,

k=(n-1)N

(8.20)
nN n n
*ni i i
v,= Z My Xy (Ts S B))
k=(n-1)N
Dado que la secuencia a, es gaussiana, que el ruido complejo discreto n,,, es

descorrelacionado y que las x, ; i=1,...,K, son deterministas, la secuencia compleja v,
también es gaussiana, descorrelacionada y centrada con variancia dada por:

2 =EfJo, [ =E( X, muxt [X, mu |3

L - (8.21)
:Zk,zE{nbbknbbz}x;xkl:No/TsZka,iH =NN, /T,

La ultima igualdad surge de usar la expresion para la funcion de auto-correlacion de
n,,. (8.17)y del hecho que, por (8.18), x,i”zl s i=1,...K.

Introducimos los desvios, At/ =1’ —%' también supuestos constantes en cada intervalo

T;,. Para valores de Af' y At alejados de cero, el término determinista de las
correlaciones complejas indexadas por #n en la (8.20) resultard muy pequefio comparado
con el desvio estandar /NN,/T. en la (8.21) por lo cual quedara subsumido en la

secuencia aleatoria v, . En cambio, para At. -0 y Af/T <l , la expresion (8.20) admite

la siguiente aproximacion que resulta ser independiente de los valores absolutos

Ty /} 7 (ver: Kaplan/Hegarty (2006), Misra/Enge (2006), Parkinson/Spilker (1996)):
1R, [ 0= A'NDIR(AT, )sinc(Af, T,, ) exp(— jAy, )+0, (8.22)

no

Donde se denota: Ay, =8¢ +mAf'T,, sinc(x)=sin(nx)/nx, en tanto que R(AT)
representa la funcion de auto-correlacion de la secuencia PRBS de tipo Gold. Esta
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Gltima posee una ctspide aguda para At/ —0, R(At,)—1 y resulta practicamente nula
para At #0. El modulo de la expresion (8.22) es conocido como la envolvente de la

correlacion y tiene su méaximo cuando, simultdneamente, Af,, At —0.

Durante la adquisicion de un satélite, el receptor evalia en cada intervalo 7}, el modulo
il i
n (Tn > fDn)

{ f;!n e[—lO,lO]KHz} . Notar que el modulo no depende del desvio de fase 8¢! , por los

sobre una grilla del intervalo rectangular: {%ile[0,1023]pseg}><

que la adquisicion del satélite no requiere conocer este parametro. Los puntos de la
grilla del primer intervalo lineal (para %Z) estan separados en 7, /2 [seg] en tanto que los
del segundo (para f L’:),, ), lo estan en 1/(2T, )Hz . Esto conforma un total de 2046 puntos
de tiempo por 40.0007;,[mseg] puntos de frecuencia lo que hace un total de ~8x10°®
s Gs )
cierto umbral de deteccion revelaran la existencia del satélite i en el campo de vison
directa, en tanto que su ubicacion en el plano de busqueda se correspondera con los

puntos de test. Los indices i que acusen un pico aislado de superando un

estimados /7 y i del satélite detectado (ver Fig. 8.6).

ri@l, fi | fuera del méximo y
por lo tanto mas pequefio el umbral de deteccion requerido, en consecuencia, menor
sera la probabilidad de una falsa deteccion. Sin embargo, esta ventaja es contrapesada
por el hecho de que grandes valores de N implican una alta probabilidad de invalidar la

hipotesis de que D! permanezca constante en un dado intervalo. Encontrar uno o mas

A mayor N menor es la variancia del ruido residual de

satélites visibles puede durar varios minutos cuando el receptor desconoce su tiempo y
posicion, a esta circunstancia se la denomina “arranque en frio”.

5 i) + ¥ /\

ay 1 & C oA
%_Z() rri(‘ciﬂfll)n)
vii S -
i 5 i
— /. A, e [
G i) N

Figura 8.6: Esquema de lazo de busqueda para la adquisicion del satélite i.6

»

i

8.3.5 Rastreo de la seial vy demodulacion del tren de bits de datos

Una vez adquirido un satélite se inicia el proceso de sintonia de los parametros y de
seguimiento del codigo y de la portadora. Este proceso consiste en la determinacion fina

(con la mayor precision posible) y rastreo en el tiempo del par (T, = 1, fp, = fp)
para cada satélite adquirido. Esto se realiza via sendos lazos de sincronia denominados

Delay Lock Loop (DLL) y Phase Lock Loop (PLL). El primero sincroniza el codigo del
satélite con el generado por el receptor y el segundo, permite, simultaneamente, el

seguimiento de la fase &D,i—>¢f, y de la frecuencia de la portadora (desvio Doppler
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efectivo). El momento de inicio del seguimiento de la fase es denominado “enganche” o
instante de phase lock.

Asegurados la sintonia y el rastreo en el tiempo de los valores instantaneos de los
parametros (r;, fé ), recién entonces es posible demodular el tren de pulsos de datos

que permitiran leer el mensaje que envia cada satélite, pero, para esto, el rastreo de la
sefial debe estar asegurado durante toda la duracion del mismo. Para valores pequefios

de los desvios At) — 0,Af] — 0 la correlacién (8.22) medida por el receptor resulta
aproximable mediante la siguiente funcion compleja en la que interviene el bit de datos
y el error en la estimacion de la fase 8¢' £¢' —¢ de acuerdo con:

La expresion (8.23) constituye la base de los lazos digitales de seguimiento de la fase
(Phase Lock Loop PLL) cuyo principio de funcionamiento se esquematiza en la Fig. 8.7.

La medida del desvio 3¢/, es calculada con la ayuda de un discriminador en funcion de
las partes real e imaginaria de la variable 7/, con esta medida se actualiza la estimacion
del angulo &)2 en el proximo intervalo con el cual usada para rotar al vector complejo
X (7, /}n’ ) en un lazo que tiende a reducir 3¢, . Como veremos, el seguimiento preciso
de la fase ¢ es una funcién de gran importancia en la navegacion de alta precision,
pero ademas, para valores pequefios de 3¢! , el signo de la parte real de 7' coincide con

el “valor” del bit de datos D!

n?o

lo que permite decodificar el mensaje.

nN i_ pi i i
a =Ry, +JR,, —— D'(n)
: 2. 0 T Jsign(R! ) |—=
k=(n—1)N
Correlador S -
X (2, 1,0 tan (R,,/ Ry,) | Discriminador
| . -
D exp(jd) 2 59,

Rotador
X (2, 1)

Figura 8.7: Lazo de Costas para el seguimiento de fase y
demodulacion de los bits de datos.

Finalmente, la Fig. 8.8 resume los procesos al interior del receptor GPS. En ella se
muestra en forma esquemadtica el tratamiento en paralelo de cada canal de datos
caracterizado por el codigo CDMA especifico a cada satélite visible.

Las tecnologias introducidas en este parrafo son temas cruciales de la teoria y del disefio
de los receptores GPS. Sin embargo, un tratamiento detallado de las mismas excede los
objetivos del presente volumen, por esto recomendamos fuertemente al lector interesado
consultar algunas de las excelentes obras que tratan el tema in-extenso tales como:
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Kaplan/Hegarty (2006), Cap. 5; Misra/Enge (2011), Caps. 9 a 11 y Parkinson/Spilker
(1996), Cap. 8.

H/W analégico. : Correladores : S/W de
digital ri 10
s(t) ydig : Vi numericos :navegacwn
y(t) 1 *\ 1
Etapa de|_,|Conver- il ,|Adquisi- anal vl Calculo de
RF cion A/D| : cion aNnd Pos. y Vel.
: Parametros
I T fh
|

Figura 8.8: Esquema simplificado de un receptor GPS.

8.4 Contenido del mensaje GPS

Como ya se ha dicho, cada satélite del segmento espacial GPS trasmite datos que le son
propios y datos globales de la constelacion. El primer conjunto de datos contiene: a) los
parametros orbitales del satélite y sus derivadas temporales para permitir localizarlo en
el instante de transmision y b) una estimacion del desvio del reloj abordo respecto del
tiempo global GPS asi como de su derivada temporal. Estos datos, requeridos para el
calculo de la posicion y de la velocidad, denominados de navegacion son actualizados
cada 30seg, siendo ésta la tasa mas alta de renovacion de informacion en el mensaje. El
segundo grupo de datos contiene informacion relativa al estado de la constelacion en su
conjunto y a las condiciones de propagacion de las sefiales. Incluye los parametros del
modelo ionosférico’, la salud y estado de cada satélite, el numero de la semana y el
“almanaque”. Este ultimo es un conjunto de datos de efemérides de baja precision de
toda la constelacion actualizados una vez por semana. El almanaque permite al receptor
saber que satélites estan visibles o cuando apareceran sobre el horizonte con so6lo
adquirir la sefial de uno cualquiera de ellos.

8.4.1 Estructura de la trama del mensaje GPS

La Fig. 8.8 describe la trama del mensaje transportado por la sefial GPS. La misma esta
organizada en grupos (frames) de 5 palabras (subframes) de 300 bits de longitud cada
una. A 50bps la duracion de cada palabra es de 6seg y la de un frame de 30seg. El
mensaje completo toma 25 frames lo que totaliza una duracion de 12,5min. Los
primeros 3 subframes de cada frame contienen informacion especifica del satélite
(correccion de tiempo y de efemérides, ver Fig. 8.9) accesible al receptor cada 30seg.
Los subframes 4 y 5 de cada frame contienen informaciéon que es comun a todos los
satélites y constituyen las paginas del mensaje que se completara en 25 frames. Estas
paginas albergan los parametros del modelo ionosférico, el almanaque y el estado de
salud de la constelacion. Los primeros dos modulos de cada palabra tienen un
significado especial. El moédulo TLM (telemetry word) contiene un patrén fijo de 8§ bits
de sincronia que indica el inicio de cada palabra. Cada modulo HOW (hand-over word)
contiene el tiempo de inicio de la palabra siguiente en mdodulos de 6 seg segun el reloj

"Modelo de Klobuchard (Parkinson/Spilker, 1996).
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del satélite. Esta informacion es crucial para la navegacion, ya que constituye la base de
tiempo que usa el receptor para calcular el instante de emision de la sefal.

Tiempo en
minutos

TLM ‘HOW |Correcci0nes del reloj + salud y precision

‘TLM ‘HOW|Parémetros orbitales/ efemérides

~4—— Subframes

‘ M IHOW | Correcciones del reloj + salud y precision

‘ TLM |HOW| Parametros orbitales /efemérides
12

Tiempo
cn 18

‘ TLM IHOW |Parémetros orbitales/ efemérides

segund(; ‘TLM ’HOW|Almanaque, modelo ionosférico

© ‘ TLM ’ HOW | Almanaque

\

Figura 8.9: Estructura del mensaje GPS.
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Capitulo 9
El Receptor GPS
Como Sensor Exoceptivo

Si bien un receptor de la constelacion GPS (o en general GNSS) esta disefiado para
determinar y proveer al usuario su posicionamiento y velocidad en terna ECEF, es
conveniente estudiar cuidadosamente las variables primarias que efectivamente mide y
sobre las cuales basa sus calculos. La descripcion precisa de estas medidas, designadas
también como "datos crudos" u "observables", tiene un gran interés practico dado que
permiten: a) cuantificar las imprecisiones en el célculo de las variables de navegacion
que entrega el dispositivo al usuario; b) discernir entre las condiciones de uso bajo las
cuales estas medidas son mas sensibles a las fuentes de error; c) arbitrar procedimientos
que hagan mas eficiente el uso de las mismas y d) usarlas directamente en esquemas de
navegacion integrada fusiondndolas con datos inerciales o procedentes de otros sensores
exoceptivos. La ultima opcion, considerada en el Capitulo 10, convierte al receptor
GNSS en un instrumento exoceptivo mas a bordo de un vehiculo y presenta particular
interés en el contexto de las tecnologias expuestas en este volumen.

Se modelan matematicamente los observables disponibles en un receptor asi como los
errores que afectan distintamente a cada uno ellos y se evalua la importancia relativa de
estos errores dependiendo del uso que se haga de las medidas. Se discuten las
diferencias significativas en lo que respecta a precision y exactitud entre el observable
pseudo-rango, obtenido a partir del lazo seguimiento del codigo PRBS de cada satélite,
y los observables Doppler y de fase, medidos con la ayuda del lazo de seguimiento de la
portadora. A pesar de la precision con que es posible medir la fase, es inherente este
observable un sesgo invariante pero de magnitud arbitrariamente grande llamado
ambigiiedad de fase.

Basadas en medidas adquiridas por mas de un receptor, las técnicas llamadas
diferenciales permiten compensar y aun suprimir ciertos errores correlacionados
espacialmente. Con ellas se consiguen aumentos importantes en la precision del
posicionamiento tanto relativo como absoluto. Las mismas técnicas son usadas para
formular nuevos observables diferenciales de fase con residuos centimétricos (y aun
milimétricos) lo cual habilita la utilizacion de avanzados métodos numéricos para la
determinacion época por época de la ambigiiedad de fase. Eso abre un enorme campo de
aplicaciones de los receptores GPS a la navegacion de muy alta precision.

Ciertos receptores son capaces de procesar mas de una portadora lo que aumenta la
cantidad de observables y por tanto de informacion disponible en cada instante. La
consecuencia es también una mayor precision en las variables de navegacion estimadas
que de ellos se deriven. La existencia actualmente de mas de una constelacion GNSS
operativa y los planes de habilitar nuevas en un futuro proximo, ha estimulado a muchos
fabricantes a ofrecer al mercado receptores multi-constelacion y multi-frecuencia. La
difusiéon y popularizacion de estos dispositivos conllevard en muy corto plazo la
disponibilidad de precisiones, confiabilidad, redundancia e integridad insospechadas
hace tan so6lo unos pocos afios atras. Algunas industrias como la de los vehiculos
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autonomos, la navegacion aerocomercial, la industria espacial y los servicios personales
seran fuertemente impactadas por esta evolucion tecnologica.

9.1 Observables de un receptor GPS

Por cada satélite visible de la constelacion GPS, un receptor puede realizar hasta tres
mediciones directas llamadas observables. Ellas son: el pseudo-rango, basado en el
codigo PRBS especifico para cada satélite, la fase Doppler (o de batido) de la portadora
y el desvio Doppler efectivo en frecuencia entre las portadoras de la sefial en el espacio
y la generada localmente. Como se recordara, este desvio es consecuencia, a la vez, de
la velocidad radial relativa entre el receptor y el satélite y de las diferencias entre las
derivas de los respectivos relojes.

10
a _
) t=t,
1 -
l | Is
: "1,(1)
1 u_
; -
1
1 0 tt ”
. [ <O, =
b) | ; | L
: : L
1 | !
1 . :
| ! :
1 il tu

;tu(z")=z“: ot
Figura 9.1: Escalas de tiempo del sistema GPS.

La formulacion del modelo matematico de los tres observables requiere tener en cuenta
la existencia de (al menos) 3 escalas de tiempo presentes en el problema, cada una de
ellas asociadas a un reloj independiente (ver Fig, 9.1). Llamaremos: ¢, al tiempo global
de la constelacion que, por ser el mas preciso, lo equiparamos al tiempo absoluto ¢

(=t,); t(t) denota el tiempo que indica el reloj del satélite en el instante absoluto ¢, en

tanto que, #,(¢) es el tiempo indicado por el reloj del receptor (usuario) en el mismo
tiempo absoluto (ver Fig. 9.1 a). Los desvios instantaneos respecto del tiempo absoluto
de los tiempos indicados por los relojes, respectivamente del satélite y del usuario se
definen como:

St*(t) =t (t)~t
8t, () =t,(t)—t ©-1)

La fase de la sefal que abandona la antena del satélite en el instante de transmision
absoluto ¢ llega a la antena del receptor en el instante absoluto de recepcion #. Sin
embargo, el tiempo que el reloj del satélite estamp6 en el mensaje al momento de la

transmision es ,(¢')=¢ +8¢", en tanto que, segin el reloj del usuario, el instante de

recepcion es: ¢,(t") =1t" +6t, (ver Fig. 9.1 b)). De este modo, en el mejor de los casos,
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en lugar del tiempo “real” de propagacion de la sefial t =" —¢', s6lo sera posible
medir mediante los relojes involucrados el pseudo-tiempo de propagacion dado por:

T2t ()t (") =1 +6t, ()-8t (¢") (9.2)

Efectos atmosféricos

En los mas de 20.000Km de su trayectoria a la Tierra la sefial GPS atraviesa medios
atmosféricos con diversos indices de refraccion que afectan su fase y velocidad de
propagacion instantaneas. En algin punto entre los 1000 y 600Km de altura entra en la
ionosfera y mucho mas cerca, en los ultimos 50Km, inicia su transito por la troposfera.
Estas dos capas de la atmosfera son las que mas afectan la propagacion e inciden de
modo tal en el tiempo total de propagacion que resulta imprescindible tenerlas en cuenta
en un modelo de las mediciones GPS. Los efectos de ambas capas son diferentes tanto
cuantitativa como cualitativamente y por ende convendra distinguirlos.

La ionosfera, considerada como un plasma i6nico anisotropico e¢ inhomogéneo con
densidad electrénica funcion del tiempo y del espacio, induce un efecto dispersivo sobre
la radiacion en banda L, es decir, una variacion del indice de refraccion con la longitud
de onda. Asi, al atravesar tal medio, las componentes frecuenciales de la sefial dentro el
ancho de banda base transportado por la portadora modulada se ven afectadas
diferencialmente en sus velocidades y fases. El resultado es que la portadora viaja a la
llamada velocidad de fase vy distinta a la de la envolvente de modulacion, llamada
velocidad de grupo v,, con la cual se propaga la informacion montada sobre la
portadora. Informacion ésta que, en el caso de la sefial GPS corresponde en banda base
a la del codigo PRBS de cada satélite. La relacion teodrica entre estas velocidades queda
expresada mediante la siguiente formula que relaciona los correspondientes indices de
refraccion: n=c/v; y ng=c/v,."

dnf
ne=n;+ fd_f (9.3)

Para un plasma ideal, n; y n, admiten los siguientes modelos aproximados:

1., 403n,

~1- ng f2

403,
e (9.4)

ny

Donde, n, representa la densidad electronica local del plasma y la segunda de las (9.4)

se obtiene de la primera utilizando la (9.3). Claramente, de las (9.4) resulta un indice de
refraccion de fase menor que la unidad lo que implica una velocidad de fase superior a
la velocidad de la luz en el vacio. Por otra parte, la velocidad de grupo resulta inferior a
¢, por lo cual, la recepcion del codigo montado sobre la portadora se vera retrasada con
respecto de una onda que viaje en el vacio en un lapso de tiempo dado por:

" Consultar Misra/Enge, 2006, subcap. 4.3 para una clara descripcion de este efecto.
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; N usuario 1 1 1 usuario 403 usuario
LNE [ (—=di== [ (-nydi==—2 [ nd
satelite Vg c satelite c satelite (9 ) 5 )
. K’
L P
C C

Donde TEC, (total electron count) es el n° total de electrones dentro de un “tubo” de
Im? de seccion transversal que contiene la trayectoria de la onda en la ionosfera y
K; =403TEC; . El retraso I, se corresponde con un aumento aparente de la distancia

satélite-usuario que, en la direccion zenital, es del orden de los 2m a 10m. Un
razonamiento analogo, usando ahora la 1* de las (9.4), demuestra que la fase de la
portadora se adelanta respecto de la fase de la misma sefal en el vacio, resultando una

reduccion aparente del tiempo de viaje de la portadora en el mismo lapso /7. Como

veremos, este fendmeno se traduce en una diferencia significativa entre los modelos de
las mediciones del pseudo-rango y de la fase. Como ya se dijo, el sistema GPS trasmite
en el mensaje los parametros del modelo de Klobuchard de la ionosfera usado para
corregir el error ionosférico en el receptor. Cabe destacar sin embargo que dicho modelo
es muy aproximado, por lo cual, luego de su aplicacion subsisten errores que pueden
llegar hasta el 40% del retraso ionosférico. El sistema GALILEO prevé usar un modelo
mucho mas preciso.

En sus ultimos, aproximadamente, 50 Km, la sefal atraviesa la troposfera, un medio
esencialmente neutro cuyo indice de refraccion en banda L es practicamente invariante
con la frecuencia, moderadamente estable con el tiempo y ligeramente superior a la
unidad’. Esto se traduce en una reduccion uniforme de la velocidad de propagacion de

las componentes frecuenciales de la banda pasante. El retardo troposférico T

correspondiente se corresponde con un alargamiento aparente ¢7 en la distancia

satélite-usuario que oscila entre los 2,5m y 25m dependiendo de las condiciones
atmosféricas y de la elevacion del satélite sobre el horizonte.

Existe una variedad de modelos del retraso troposférico de la sefial GPS que difieren en
sus hipotesis y suposiciones basicas acerca de los perfiles estindar en altura de la
temperatura y de la humedad a la latitud del lugar. Sin embargo, el sistema GPS no
provee ninguna informacion sobre los parametros de estos modelos por lo que, si fuera
requerido, el usuario debe implementar su propio modelo con base en datos de la
atmosfera local. Al igual que con el retraso/adelanto ionosférico, la oblicuidad de la
linea de vista al satélite determina la longitud del camino dentro del medio y, por tanto,
debera ser tenida en cuenta en los modelos respectivos.

9.1.1 Observable de codigo o pseudo-rango

Utilizando, por un lado, el valor del instante de transmision medido por el reloj del
satélite “estampado” en la trama del mensaje emitido y, por el otro, el tiempo de
recepcion de la misma trama determinado por el reloj del receptor, este ultimo

determina su pseudo-rango p; respecto del satélite multiplicandolo por la velocidad de

la luz en el vacio ¢ a la medida del pseudo-tiempo 1, indicado en la (9.2).

" Al nivel del mar el indice es n~21.0003 y mucho mas cercano a la unidad por encima de los 10Km.
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Pl Zc(t, (1) —t,(t") +"error de medicién" (9.6)

La medida p; la provee el lazo Delay Lock Loop (DLL), introducido en el Capitulo

anterior, encargado de sincronizar el cddigo del satélite con el generado por el receptor.
Por esta razon este observable es también denominado observable de codigo.

El error de medicion del pseudo-rango en la (9.6) es consecuencia de errores en la
. . AS e . -
medida del pseudo-tiempo 17, atribuibles esencialmente a dos causas de caracteristicas

aleatorias a saber: a) la relacion sefial/ruido en el receptor y b) las reflexiones de la sefial
en zonas aledafias a la antena superpuestas a la sefial directa llamado efecto multi-pasos.
Aunque con resultados cuantitativamente distintos los mismos efectos estan presentes
en el observable de la fase que trataremos en un proximo parrafo.

El ruido superpuesto a la sefial induce errores de sincronia entre los flancos de los bits
correspondientes, por un lado, al codigo PRBS de la sefial en el espacio y por otro al del
mismo codigo generado localmente en el receptor. Esto introduce un error, considerado

aditivo y aleatorio, en la medida del pseudo-tiempo 7, que se acenta para un baja

relacion sefial/ruido. Como es sabido, sobre esta relacion influye, entre otros, la altura
del satélite sobre el horizonte. También incide en este error la duracion del bit del
codigo, por lo cual, la magnitud del mismo se vera reducida al aumentar el "chip rate"
de la sefial, lo que hace a la modulacion con codigo P(Y) mas inmune a este ruido que
aquella modulada con el codigo C/A. Para los estandares actuales, el efecto de este error

sobre el observable de codigo C/A resulta dado por: ¢, > o, €(0.5m,1m).

Las reflexiones de la sefial en zonas aledanas a la antena, que inciden sobre ésta luego
de recorrer caminos mas largos que la sefial en linea de vista directa, interfieren la sefial
en linea directa alargando en forma aleatoria el tiempo efectivo promedio del recorrido
de la senial. Este efecto llamado “multi-pasos” depende de la topografia local, de las
constantes dieléctricas de los objetos circundantes, del disefio de la antena y de la
direccion de propagacion. Su magnitud guarda relacion con la distancia de propagacion
durante la duracion de un bit de codigo. El desvio en metros resultante por este efecto se

denota cM . En funcién de ambos errores, junto con la (9.2), la (9.6) se rescribe como:

po Ect +c(8t, (1) =8 (') +cM; +¢) 9.7

N

El tiempo 1t se corresponde con la distancia geométrica en linea recta

R;(P°,P,)= ‘ P* —P,| entre el satélite ubicado en P’y el usuario en P,” mediante:

T=R/c+I'+T' +H; (9.8)

En la cual se destacan las componentes ionosférica y troposférica del retraso
atmosférico asi como el retraso electronico H. Si bien es dado considerar retrasos

"Si no se indica otra cosa, las posiciones y velocidades en este capitulo estan expresadas en terna ECEF,
estandar en los GNSS.
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electronicos especificos para el hardware del satélite y el del receptor, dado que ambos
son estructuralmente constantes cada uno puede considerarse incluido en el desfasaje de

tiempo del reloj respectivo: 6t, y 8¢ . Con las definiciones anteriores, el modelo del
pseudo-rango se rescribe como:

p, =R, (P*,P)+c(I, +T,)+c(dt, ()-8t (t")) +cM, +¢, 9.9)

A A A A T
Sin embargo, de cada satélite, el receptor s6lo conoce la posicion P* :[X ‘Y'Z “] =P’

cuyas coordenadas (en terna ECEF) son determinadas propagando los datos de la ultima
efeméride disponible del satélite hasta el instante de transmision de la sefial. La

diferencia entre P° y la posicion real P* induce un error E° en el pseudo-rango llamado
error de efemérides y definido mediante:

R;(PSaPu):‘

PP [+E =) (P -P)+E (9.10)

Donde se introdujo el versor de linea de vista al satélite: f'::(lA’S—Pu)/‘

P-p.

Teniendo en cuenta esto ultimo, el modelo completo de la medicion del pseudo-rango
resulta finalmente:

o :\fﬁ —PuH+E‘“ Fe(I2 +T2) +c(8t, (1) = 81,(1")) + M+ 9.11)

P’ - P"H . Por cada
satélite visible, la (9.11) es una medida de la distancia radial del vehiculo a la posicion
estimada del satélite. Como veremos mas adelante, esto permite determinar la posicion
del vehiculo en terna ECEF usando medidas de pseudo-rangos respecto de cuatro o mas
satélites de la constelacion visible por el receptor.

Cuando convenga y por brevedad, en lo que sigue denotaremos 1%: 2

9.1.2 Observable de fase

Para la formulacion del modelo del observable de fase debe tenerse en cuenta que tanto
en el satélite como en el receptor, la potadora de frecuencia nominal f, es generada por
un oscilador que al mismo tiempo funciona como reloj que mide el tiempo local. Asi, si
®@° y @, son las fases en ciclos, respectivamente, de la portadora del satélite y de su
réplica en el receptor y si [£,t, ] y [t/,t,] son dos intervalos de tiempo medidos,

udu

respectivamente, por el reloj del receptor y el del satélite, de la condicion de oscilador-
reloj para cada portadora resulta la siguiente propiedad de linealidad de la fase respecto
del tiempo medido:

@, (1)@, @)= 1@ ~1)

, ' 9.12)
O (1,) - D (1)) = 1, (¢, - 17)

La derivada de la fase respecto del tiempo medido por cada reloj-oscilador es,
naturalmente, su frecuencia nominal:
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— (9.13)

Dado que un evento ocurrido en el instante absoluto ¢ ocurre, segun cada reloj,
respectivamente en los instantes ¢, (¢) = ¢+ 3¢, (¢) y t,(t) =t+¢t"(¢) , la propiedad (9.12)
implica ademas que:

D (t,)=D, (t+3t) =, (r)+ [, 014
D (2,) =D (¢ +8t") = D (£) + £, ©-19)

Derivando las anteriores respecto del tiempo absoluto #, se obtienen las frecuencias
“absolutas” de los respectivos osciladores-relojes que naturalmente difieren de la
nominal:

2 d®, do,di, dot,

H= =—-*—"t=f(1+
L@ e dt, dt Sl dt)
d®’ do° d dst’ ©.15)
A s N t ts
)= = L= 1+
£.® dt dt. dt 1o dt)

s

De aqui surgen las siguientes relaciones entre la frecuencia nominal, las absolutas
locales y las derivadas respecto del tiempo absoluto (o derivas) de los desvios
temporales de los relojes respectivos.

e Lo
S Je (9.16)
D=2 Ll
dt f

Con base en las (9.12) definimos la fase total @] (t))[ciclos] como la diferencia entre la
fase de la portadora nominal replicada en el receptor en el instante de recepcion ¢,
(tiempo del receptor) @, (¢, ) [ciclos] y la fase de la portadora en el satélite en el instante

de transmision 7, (tiempo del satélite) @ (¢, ) [ciclos].
O (£) 2, (1))~ (¢)) [ciclos] 9.17)

Introduciendo los desvios temporales (9.1) de los respectivos relojes y el tiempo de
propagacion T (¢+")=t"—¢', la fase total en el instante de recepcion en tiempo del
usuario se rescribe como:

O ()=, (" +5t,)—D° (" -1 (t")+5t,) [ciclos] (9.18)

Usando las condiciones de reloj-oscilador (9.14) se tiene:
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@ (1)=8¢, (t" )+ f,7.(t")+ f, (8¢, —dt") [ciclos] (9.19)
Donde se introdujo la diferencia de fase sincronica en el tiempo ¢" definida como:
8¢, (1) 2D, (1)~ (1) (9-20)

A continuacion se rescriben las condiciones (9.12) aplicadas el intervalo [¢°,¢"] con ¢°
el tiempo absoluto de inicio del enganche de fase:

D)=, ()= 1, —1") =D (") - D (1) 9:21)
Combinando las relaciones (9.20) y (9.21) se obtiene para la fase sincronica:
3 (17)=D, (") -D'(t°)=D,(t")- D ()= (¢") (9.22)

Lo que demuestra que la fase sincronica se mantiene invariante en tanto se verifique la
condicion de enganche de la portadora.

En el instante de enganche ¢’ del lazo de seguimiento de fase PLL, la fase que indicara

el discriminador del lazo es ¢ (z/)=®’ (t°)(mod, 1), es decir, solamente la fraccién de
ciclo (mantisa) de la fase total, la cual convendra escribir como:

()= D (7))~ N: (1) < mantisa de la fase total inicial (9.23)

Donde N (¢’), llamada la ambigiiedad entera, es la parte entera de la fase total @ (¢7).

A Fase de batido ¢Z,* @), t =t

~ Mantisa de la fase total inicial
0 ) (1)=D; (1))~ N, (t)) t
t,° inicio del T
“phase lock” X
@, (7,)

! AmblgueQad entera
l N, (1))
! |
! 1
v v Diagrama de fasores

Figura 9.2: Evolucion temporal de la fase de batido y diagrama de fasores.
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A partir de ¢] y en tanto el lazo PLL se mantenga enganchado, un disefio apropiado del
receptor hace posible disponer de la medida de la fase relativa entre los fasores a partir
de la condiciodn inicial (9.23), es decir V¢, >¢7:

O, (L2, () +D (1) =P, (1) =P, (1)~ N, (1)) (9.24)

El resultado es la fase fase de batido ¢."(¢) igual a la fase total instantanea @’ (¢)

descontada de la ambigiiedad entera N (t) constante e igual a su valor en el instante

de enganche. Dicha fase, llamada también fase Doppler o fase de portadora, esta
representada pictoricamente en la Fig. 9.2.

Para asegurar el seguimiento continuo de la fase de batido, el receptor usa un contador
interno que, segun corresponda, se incrementa o decrementa en una unidad cada vez que

la fase pasa por “0” (0 6 27 en el diagrama de fasores de la Fig. 9.2). Asi, ¢! (/) se
compone de una parte entera, almacenada en el contador, y una parte fraccionaria dada
por la medicion electronica instantanea de la fase de batido (mod 2w). Al momento de

interrumpirse la condicion de enganche, la cuenta de ciclos enteros deja de tener
validez. De reiniciarse el enganche, al nuevo periodo le corresponderd un nuevo valor

N;. Cuando una secuencia desenganche/re-enganche pasa inadvertida, el contador de

ciclos enteros contendra un valor errébneo durante el nuevo periodo de phase-lock, en
este caso se habla de pérdida de ciclos o cycle slip.

Sustituyendo la (9.19) en la segunda de las (9.24), la fase de batido se reescribe en
funcioén del tiempo de transito como:

O, ()= 1,7, () + £,(8,=8¢") +8¢;, (1) =N, (1))

(9.25)
= T (") + £, (8t, =5t )+ B (£°)

Donde B:(t°)£8¢(t°)—N:(¢’), llamada ambigiiedad real o sesgo de fase, es
constante en tanto no se interrumpa el enganche del receptor con la portadora del
satélite. El término constante 8¢’ (¢°) es conocido como diferencia de fase sincronica o
también como ambigiiedad fraccional.

Finalmente, el modelo de la medida de ¢:"(¢") resulta:

u

O ()27 (¢))+[efectos no modelados]= . (¢/)+ f,m’ + €, (9.26)

Donde, similarmente al pseudo-rango, los efectos no modelados incluyen el error de

seguimiento de la fase por parte del PLL g, [ciclos], afectado directamente por la

relacion sefial/ruido y modelable como un proceso aleatorio aditivo, mas el asociado a
las reflexiones espurias de la sefial (error multipasos de portadora) denotado como

f.m’ [ciclos]. En receptores de alta gama el primero es inferior al 1% de un ciclo de la

portadora, lo que equivale a un error de distancia Agy <1-2mm (rms). Por su parte, el
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error por efecto multi-pasos m, [seg] es usualmente del orden del 10% de la longitud de

onda (por tanto mucho menor que el correspondiente al codigo) y su valor en metros
puede oscilar entre c¢m, ~ 1-5cm (rms).

9.1.3 Relacion entre la fase de batido vy la distancia al satélite

Escalando la fase con la longitud de onda de la portadora A y usando c=A1f,, de las
(9.25) y (9.26) resultan el modelo de la fase en metros y el de su correspondiente
medicion:

L ()20 (1) =ct (¢ ) +c(8t, —B" )+ 1B (1) 9.27)
L () =00, (1)) =L, (1) +cmy + e |

De acuerdo con las Ecs. (9.8) y (9.10), el término del tiempo de propagacion en (9.27)
se escribe como:

¢t =R'(P*,P)+cA’ =R +E +c(T° - 1I?) (9.28)

Como se menciond anteriormente, el caracter dispersivo de la ionosfera induce un
adelanto en la fase de la portadora (que viaja a la velocidad de fase) igual en magnitud
pero de signo opuesto al retraso inducido en el codigo (que viaja a la velocidad de
grupo). Por su parte la troposfera afecta de igual modo a ambas velocidades.

Introduciendo la (9.28) en las (9.27) se obtienen los modelos del observable y su
medida en tanto que funciones lineales de la distancia Iéj

L) =R+ B () 1)) +e(dt, 1) +1. B, (1)

. (9.29)
L) =R+ E* +c(T —12)+c(8t, —86 )+ B (1°) +em: + e

9.1.4 Comparacion entre los observables de codigo y fase
Los errores residuales de las mediciones con codigo y fase tienen 3 origenes que
conviene distinguir: a) el segmento espacial, b) el medio de propagacion y c) el

receptor. A continuacion resumimos valores tipicos medios cuadraticos (rms) de estos
errores para un receptor en el estandar actual y para la portadora L1 (1575,42Mhz):

e Segmento espacial: ¢,

Error del reloj del satélite: c8t' — o, ~2m

Error de efemérides: E, - o, ~2m
_ 2 2
G, =, /GL,[ +0;, ~ 3m

» Propagacion: G,
Efecto ionosférico: retraso en codigo y adelanto en fase

. .y 1. i .
Direccion zenital: ¢/, ->o,,, €(2m,10m):

Factor de oblicuidad: FO=1-3—90°-5°
Efecto troposférico: retraso tanto en cddigo como en fase
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Direccion zenital: ¢T' — o, €(2m,3m):
Factor de oblicuidad: FO=1-10—90°-5°.

e Recepcion: o
Ruido de medida:
Codigo: &, »c,, €(0.5m,1m); Fase: ey, —o,, €(lmm,2mm)
Error multi-pasos (ambiente libre):
Codigo cM! —o,, €(1m,5m) ; Fase: cm! — o, e(lem,5cm)

Como los valores rms de los errores de propagacion son estimados sobre la vertical
local, el factor de oblicuidad (FO) es un multiplicador que tiene en cuenta el aumento
con el angulo de incidencia de la longitud del camino en la capa atmosférica
correspondiente.

Como se advierte al comparar las (9.11) y (9.29), los modelos de ambos observables
poseen una estructura simular y tienen en comun los términos E*, 7", I, ot y &t’.

Difieren, sin embargo, en tres aspectos esenciales, a saber: en el signo de /', en la

presencia de la ambigiliedad real de fase B y en la magnitud de los errores de

recepcion. Respecto de estos ultimos, el error en la medicion del pseudo-rango es hasta
2 ordenes de magnitud superior al correspondiente a la medicion de la fase. Sin
embargo, a pesar de la gran precision de esta ultima medida, su uso como observable de

la distancia satélite/receptor se ve limitado por la ambigiiedad B que, de ninglin modo,

podria considerarse comparable al resto de los errores dado que su valor puede ser
arbitrariamente grande. Por esta razon, los métodos que utilizan la medida de fase para
el posicionamiento del receptor deben indefectiblemente ser capaces de estimar o
determinar esta ambigiiedad. Mas adelante veremos que en principio es posible en
ciertos casos determinar la ambigiiedad usando diferencialmente medidas de fase
provistas por otros receptores cercanos. En el proximo Capitulo se mostrard como
también es posible estimar las ambigliedades mediante un esquema de navegacion
integrada con un filtro de fusion de datos basado en el modelo cinematico del vehiculo y
datos provistos por otros instrumentos de navegacion a bordo.

9.1.5 Observable Doppler, relacion con la velocidad radial relativa

Como se vio en el Capitulo anterior, la determinacion del desvio Doppler efectivo (Ec.
(8.13)) es un subproducto natural del proceso de adquisicion y seguimiento de la
portadora de cada satélite por parte del receptor. Desde el punto de vista del receptor,
dicho desvio se corresponde con la derivada de la fase total entre el receptor y el satélite
respecto del tiempo del receptor. Asi, teniendo en cuenta la invariancia de la
ambigiiedad entera (ver Ec. (9.24), dicha derivada temporal coincide con la derivada
temporal de la fase de batido:

d d
s=—@ (1)) =—"10 (¢ 9.30
fD dt u(u) dtu (I)u (u) ( )

u

Usando la definicion (9.27) y derivando la primera de las (9.29) luego de sustituir donde
corresponda las Ecs. (9.16), es facil verificar a partir de la Ec. (9.30) que:
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B @) =n 0 W)=ty = [P R | B el 1) e, - D))

. (9.31)
=(@) (P =P )+E" +c(I* —I*)+c¢(D,-D,)

Donde, debido a la gran distancia usuario satélite, se supuso que el versor de la linea de
vista r, al satélite s varia muy lentamente con lo cual r; 0. Como en general los

cambios en E°, T’y I’ son muy lentos, sus derivadas temporales también pueden

considerarse despreciables o al menos asimilables al error residual de la medida de f; .
De este modo, definiendo los vectores velocidad del satélite (calculado con datos de

efemérides) y del receptor como V* =P y V, :Pu, el modelo de la medicion del
observable Doppler (9.31) (que por razones historicas es también denominado “delta
pseudo-rango”) denotado p’ , se escribe:

P =My =My +he) =(E)) (V' =V,)+cD, +€} (9.32)

Donde, j?,; es la medida del desvio Doppler al satélite respectivo determinada por el

receptor; € éksg incluye: los errores de medida, las derivadas temporales E°, Tu“ y I,

u

el desconocimiento o inestabilidad de la deriva del reloj satelital” y las variaciones del
efecto de las reflexiones multiples sobre la fase. Para vehiculos en movimiento este

ultimo efecto podria tener caracter aleatorio. En la practica el error residual 83) puede
considerarse no sesgado con un valor rms de unos pocos cm/seg (de 3 a 8 cm/seg para la
portadora L1), lo que da a esta medicion una gran precision sobre todo si, junto con la
velocidad V,, se estima el sesgo cD, .

Los datos de la efeméride del satélite son usados para calcular la velocidad V* en tanto
que el versor ¥, puede ser calculado a partir de la posicion del usuario estimada, a partir

de las medidas de pseudo-rango. De este modo, la (9.32) es una medida de la velocidad
radial relativa vehiculo-satélite (proyeccion de la velocidad relativa sobre el radio

vector). Si bien hay un efecto del error de posicionamiento sobre el versor al satélite r;
este error resulta despreciable para las distancias nominales de los satélites.

9.2 Posicionamiento con GPS: soluciones y precisiones

Los receptores GPS tienen como prestacion usual un canal de salida con el cual hacen
accesibles los observables medidos y el mensaje de navegacion GPS. Esto permite a un
usuario disponer de ellos como insumo de un sistema de navegacion de disefio propio.
En los parrafos restantes de este Capitulo estudiaremos de qué modo pueden ser usados
estos observables para determinar variables de navegacion, absolutas o relativas, tales
como posicion, velocidad y orientacion. Veremos que la precision en la determinacion
de las variables de navegacion dependera de cuales observables se utilicen, de cudntos
de ellos estén disponibles, si lo estan simultaneamente o en épocas distintas y de que
hipotesis simplificadoras se usen para formular los respectivos modelos matematicos.

"Del orden de 102 actualmente con expectativas de rapida mejora a mediano plazo.
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9.2.1 Problema general del posicionamiento GNSS

En este parrafo planteamos el problema mas general de navegacion concebible basado
en observables GNSS. El objetivo es mostrar cuales son las limitaciones inherentes a
esta tecnologia, cuando sera posible paliar algunas de ellas y en todo caso poner en
evidencia las relaciones de compromiso que habra que "negociar" entre simplicidad y
precision.

El caso mas general consiste en suponer disponibles los observables de codigo y fase en
un numero arbitrario de r receptores espacialmente distribuidos que comparten la
visibilidad de s satélites emitiendo sefial en f frecuencias y con datos adquiridos
simultineamente en ¢ épocas distintas. Los observables son indexados, respectivamente
por los indices: j=1,...r; I=1,...f; i=1,...s; =1,...q.

A partir de las (9.11) y (9.29) se formulan las siguientes relaciones para los 2rfsq
observables disponibles:

P (O=R(O+E)+c(T/()+1],(t)+c(dt, -8 ) +cM (H)+€ 033)
L (0)=R(O+E () +c(T/()-1},(t))+c(8t, -8 )+ L, B! +em’, (£)+ g

.7

Donde denotamos R'(r)=dist(P',P (1)) y B, =8¢’ ,(#")~N' (t°) a la ambigiiedad real
independiente del tiempo (a partir del correspondiente instante de enganche). El resto de
las variables se reconocen facilmente a partir de las expresiones que las definen mas
arriba. Si se pretende determinar simultineamente las posiciones del usuario P,(¢) a

partir del sistema de ecuaciones (9.33) con la maxima precision posible es necesario
poder determinar todas estas variables con excepcion de los inevitables errores de

=M +E

medida que determinan los residuos mas pequefios posible, a saber: & ot TEo i

b,/
abordar esto definimos las 2(2rfsq) variables "agregadas":

para el observable de codigo y é;ﬁ,,ﬂ =cm +7\,18;’j‘1 para el observable Doppler. Para

Ko (D2 E () +cT) ()=l (1) +c(8, -8t )+ B, ;

9.34
Ao (D2 E()+cT () +cl (1) +c(8t,—5t") (5:34)
Sumadas ¢éstas a las 3rg coordenadas desconocidas de las posiciones involucradas, se
tiene un sistema de ecuaciones incompatible, lo que no permite determinar una solucion
por minimos cuadrados cualesquiera sean j>1,f>1,s>1,4>1. Por lo tanto, para
abordar el problema del posicionamiento serd necesario ya sea: a) agregar nuevas
hipotesis; b) aumentar la estructura del problema, c) agregar informacion al problema
(p.e. modelos matematicos de algunas incognitas) 6 d) sacrificar la precision via el
incremento del nivel de los residuos. En los proximos parrafos nos abocaremos a
describir algunos procedimientos usuales en este sentido.

9.2.2 Servicio estandar de posicionamiento (SPS)

Todo receptor GPS dispone normalmente de una unidad de coémputo que procesa
numéricamente los observables de codigo y Doppler y entrega como salida la posicion,
velocidad y el tiempo GPS del receptor. En éste y el proximo parrafo describimos dos
procedimientos estandar que suelen venir ya implementados en el receptor.
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Empezamos por analizar el servicio de posicionamiento mas clasico basado en los
observables de codigo y Doppler provistos por un receptor GPS en una tnica época y
con una Unica frecuencia. En tanto que caso particular para r=f=g=1 del mas general
formulado en el parrafo anterior, la provision de este servicio adolece de las
inconsistencias planteadas, por lo cual, se descarta que el mismo ofrezca la maxima
precision posible que solo podria lograrse con los residuos dptimos.

El servicio SPS usa los observables (9.11) y (9.32) cuyos modelos, para cada satélite i,
son:

i
p,u’

pL=(E) (V'=V,)+cD, +¢&l; i=1,...s

p, =R +cdt, +sp.+cM! +¢, ;i=1,..s

(9.35)

El término sp!, llamado “error espacial y de propagacién”, incluye los errores

residuales no compensados provenientes del segmento espacial (desvio del reloj del
satélite y error de efemérides) y de la propagacion en la atmoésfera, a saber:

spLEE +cT! +cl! —cdt' (9.36)

Determinacion de la posicion del receptor

Para la determinacion de la posicion del receptor, el servicio SPS establece como
residuos las magnitudes:

€, =sp,+cM, +e, 5 i=1,..s (9.37)
El sesgo del reloj del receptor se excluye ex profeso del residuo, de otro modo, y vista
su magnitud en un receptor comercial, el deterioro de la precision seria inaceptable. Sin

embargo, éste incluye tanto los errores de propagacion (7,1)) como los del segmento

espacial (E',8¢'). La inclusion de estas magnitudes en los residuos va a limitar

fuertemente la precision del SPS. Para corregir estos efectos el receptor usa sin embargo
los datos contenidos en el mensaje de la sefial GPS determinados por el segmento
terreno y subidos a la constelacion por las estaciones terrenas de enlace. De estos datos
extrae los parametros de la evolucion de las efemérides, las correcciones y su evolucion
de los relojes abordo y los pardmetros del modelo Klobushar que permiten estimar el
retraso ionosférico. Cabe sefialar que la precision de estas correcciones se degrada con
la antigliedad de dichos parametros. El mensaje GPS no ofrece informacion sobre el
transito troposférico, sin embargo, en principio, el receptor podria tener incorporado un
modelo alimentado por datos meteorologicos locales que le permitan limitar el error del
retardo a unos pocos centimetros.

La tabla de presupuesto de errores del Parrafo 9.1.1 da el orden de magnitud de los
residuos luego de posibles correcciones efectuadas mediante datos del mensaje.
Suponiendo independientes cada una de estas fuentes de error se define el desvio
estandar del error equivalente para el usuario URE (User equivalent Range Error) G,,,

mediante:
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2 2 2 q12
o o. +0.+0; ~5-11m
sp [ se T mno] } O_f — O_We — [O-YZ +O-,i,]l/2 - 5_12m (938)
o, =[ >

2 2 ql/2
oyto,]”~1-5m

De lo anterior y suponiendo una distribucion gaussiana de los errores, la banda de error

en el 98% de los casos esté entre los 10m y 25m (25, ).

Con los residuos & definidos por la (9.37), los s observables de la primera Ec. (9.35)

constituyen un sistema de s ecuaciones con 3+1 incognitas que resulta compatible si
s=>4.

Para la posicion y el desvio del reloj genéricos: P, =[x,,»,,2,] y 8, definimos las

funciones ' (P,,cdt,)=(F,) (P'=P,)+cdt,; i=1,..,s. Denotamos P’,8¢ al par:
posicion de la antena del usuario en terna ECEF y desvio de su reloj, las medidas dadas
por la primera de las (9.35) se escriben entonces como:

pL()=p. (P,,cdt)+E! 5 i=1,..,s (9.39)

u?

Con el fin de escribir este conjunto de ecuaciones en forma compacta, agrupamos los
. . ~7 * *
residuos, las medidas y los valores de p; (P,,cdt,) en los vectores.

A R S FR T S O AR T AT M (9.40)
Con esta notacion el vector de las medidas se re-escribe como:

Dadas las medidas p,, el receptor determina, mediante un método iterativo de tipo de

Newton-Raphson, la solucion (P,,cdt,) que minimiza el siguiente criterio cuadratico
en cada época ¢:

H(P,,c8,;p,) 2 ||p. (P,.cd0,) —p, |

— (P,,cdt,) =argmin{H (P,,cdt,;p,)}
P,,cot,

(9.42)

Para el par genérico (P,,cdt,) definimos las desviaciones &P, 2P, —P,,
8cdt, 2 cdt, —cdt, y la distancia s = (||6Pu ||2 + |6c6tu
de vecindades del punto (P;,cd¢,) indexadas por €>0: V, = {(P,,cdt,);3s <¢} . Para ¢

u u

2 . . g
)"?, luego introducimos la familia

es suficientemente pequefio y si el par (P,,cot,) €V, se tiene:

p,(P,,cdt,)=p,P,,8ct)+I| _ " |+o(e) (9.43)
cddt,
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Con J matriz jacobiana de la funcion p, (P,,cdt,) respecto de las incognitas

(x,,,,2,,cdt,) evaluado en (P,,cdt,) ~ (P,,cdt,) cuya i-¢sima fila resulta:

op,
0Ox,0v,0z,0cdt,

u

=[(-F)" 1] (9.44)

(P, .,51,)

Siendo T el versor de la linea de vista dirigida desde la posicion genérica P, elegida al

satélite i. JeR" resulta:

()" [1
B =2N\T
A > h 1
ye BB [ R 049
a('xu yu ZuC8tu ) (P, ,cdt,) o
(-1, [1

De este modo, cerca de la convergencia del algoritmo de Newton-Raphson, el criterio
(9.42) deviene el del problema lineal cuadratico clasico que resulta de sustituir las
(9.41) y (9.43) en la (9.42) y cuya solucion en funcion de los residuos para s=>4 es:

b -k | [ [E
{——“—] =argmin J[ ------- ]—éu :{_ét;} +I'N7IE, (9.46)

8, | Pcot, | | cdt, —cdt, y

Donde la matriz J es evaluada en un punto cercano a la convergencia del algoritmo NT
(P,,cdi,).

Como se ve de la anterior, la incidencia de los residuos sobre el error de
posicionamiento queda determinada por la pseudo-inversa a la izquierda de la matriz J
que, vista su definicion, es funcion exclusivamente de la geometria de la constelacion
visible por el usuario (no depende de las distancias). En particular, cuando las lineas de
vista de los satélites se ubican proximas a un Unico plano (conteniendo al usuario), J
tiende a ser deficiente en rango (columnas linealmente dependientes) y los errores de
posicionamiento tienden a infinito. Sin embargo, el disefio de las orbitas de la
constelacion es tal que esta posibilidad esta excluida para casi cualquier punto sobre la
Tierra desde el cual resulten visibles 4 o mas satélites.

Precision de la posicion
Siendo &, un vector aleatorio en cada época ¢, la solucion (9.46) también lo es, en tanto
que su valor esperado y matriz de covariancia resultan:

E f,u = P: +J'THIE
{ng: = 57 J°J) €.}

u Sesgo de la estimacion (9 47)

}) =N T cov(E, )JII) " eRH

A

R P
Q; 5, =cov(

cdi,
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De donde surge que si los errores de medida & son sesgados, la estimacion de la

posicion también lo sera. A pesar de esto, por convencion, los estandares de precision se
definen suponiendo residuos no sesgados, idénticamente distribuidos y de variancia

constante G- . Bajo estas suposiciones, de la (9.47), resulta la covariancia del estimador
en coordenadas ECEF:

|~ xt
e |
Q. =aiyt=| Qe (9.48)
e 4zt
G Gyt Gztictz
Donde Qf , . denota la covariancia espacial en coordenadas ECEF definida como:
ox | .
Q;,.=E{ dy | [ox dy &]'} (9.49)
. oz

Para expresar la covariancia de los errores en coordenadas LGV-ENU usamos la MCD
C? evaluada en la posicion del receptor. El error de posicion y su matriz de covariancia
son re-expresados de acuerdo con:

SET ox| o’ o, o,

— . _ e e _ 2
ON - Cf 5_)7 ’ Qf,y,z - Cfo,y,ng - O-en O-n Gnu (950)
5U 52 O-L)H nu 13

A partir de las anteriores se definen las distintas versiones de la llamada dilucion de la
precision (DOP) usadas en la practica para expresar la calidad del posicionamiento:

VDOP (vertical )=c,;

TDOP (temporal)=c,;

HDOP (horizontal )=+|G. +G.;
PDOP (posicion)=4/c’+G.+0c.;

DOP (geométrica) = \/ G.+G.+G.+G;

Cada una de ellas representa el factor de incidencia de la geometria de la constelacion
visible sobre el correspondiente DOP. Una buena distribucion de los satélites en el
espacio se traduce en bajos valores de DOP, valores HDOP y VDOP <5 son
considerados aceptables.

Determinacion de la velocidad del receptor
A partir del observable Doppler (9.32) definimos las siguientes funciones de las
medidas f;; , i=1,...s, de las efemérides de los satélites visibles (con las que se calculan

las velocidades V') y del versor ! calculado con la estimacion de la posicion:
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O EML—(E) Vi==(E)V, +cD, +el; i=1,..s (9.51)

Usando la definicion de J (9.45) las ecuaciones anteriores se rescriben matricialmente
como:

o || (=5
ot || )|, v,

v= s : oD, +g,=J oD, +&; (9.52)
o | LRy

T ., . . .. .
En la cual g £ [slp 8:] e R". Como se advertira, a diferencia del posicionamiento,
el problema de la estimacion de la velocidad resulta en si mismo una minimizacién

cuadratica lineal cuya solucion en coordenadas ECEF para Vu y bu se obtiene a partir
de la (9.52) mediante:

cD

\A]” T 1 yT
= [=@'d) "I (9.53)
Precision de la velocidad

Anélogamente a las (9.47) el valor esperado y la matriz de covariancia de la estimacion
de la velocidad junto con las (9.52) y (9.53) resultan:

\' \'
Ef -2~ P =E{Q@T) I oy =| -2~ | +@7I) I Efe,} (9.54)
cD, cD | — 2 "
Sesgo de la estimacion

A

\Y
Q, », Zcov(| = N=F7I) "I cov(g,)I (I eRM
D (9.55)

u

cov(g,)~(o;) I o,~0,03 - 0,08 m/seg,

Es muy importante resaltar una diferencia significativa de las (9.54) respecto de las
(9.47) y es que en estas ultimas no intervienen los errores espaciales ni de propagacion
con lo cual el error Doppler residual €; en muchos casos puede considerarse insesgado
y por tanto también la estimacion de la velocidad. Tal como para la posicion, la
covariancia del error de estimacion de la velocidad, dada por la (9.55), depende de la

geometria de la constelacion visible por lo que resultan validos los mismos coeficientes
de dilucién de precision introducidos precedentemente.

9.2.3 Servicio de posicionamiento preciso (PPS)

Veremos en esta seccion los beneficios de disponer de dos portadoras simultdneamente.
Naturalmente, esto requiere receptores capaces de operar con modulacion CDMA en
dos portadoras distintas. El servicio PPS del sistema GPS utiliza el codigo P(Y)
modulado en ambas portadoras L1 y L2. Un usuario con un receptor dual puede seguir

218



Martin Espafia Comision Nacional de Actividades Espaciales

el codigo C/A en L1 y el P(Y) en L2 siempre que éste ultimo no esté encriptado, de otro
modo solo podran hacerlo usuarios autorizados. Si bien estas restricciones parecen
limitar el interés practico de los servicios con portadora multiple, la realidad es que en
un futuro proximo se espera un acceso generalizado a frecuencias alternativas a la L1 y
la L2. Es un hecho, en efecto, que a partir de la modernizacion del sistema GPS iniciada
en 2005 ya esta operativa en muchos satélites de nueva generacion la sefial civil L2C
sobre la portadora L2. Ademas, y como se mencion6 en el Capitulo anterior, es objetivo
de la nueva serie emitir codigo en al menos 3 portadoras diferentes, a saber: L1, L2 y L5
(1176.45 MHz).

El servicio PPS consiste en la adquisicion de la posicion con observables de un {inico
receptor, en una unica época pero con canales de codigo en dos frecuencias distintas: f;
y f>. En términos del problema general planteado en el Parrafo 9.2.1, en este caso se
tiene que r=¢=1y /=2, de modo que para cada época ¢ se disponen de 2s observables:

Pl =R +cdt, + K/ fR+E, 3 1=1,25 i=1,..,5

& =E, +cT —cdt' +cM, +¢, ;5 1=1,2;i=1,.,s

pul>

(9.56)

Aunque las inconsistencias planteadas en el Parrafo 9.2.1 subsistan, claramente, este
servicio dispone de mayor informacion respecto del caso anterior, razén por la cual, es
de esperar que ofrezca una perfomance mejor que el SPS.

Notar que ahora los residuos no contienen los retardos ionosféricos cI! que suelen ser

los términos dominantes y altamente variables de los residuos en el caso SPS. En
cambio, dichos términos son tenidos explicitamente en cuenta en el observable (9.56)
incorporando en el mismo el modelo (9.5) funcion de la frecuencia portadora. Dado que

ahora se disponen de 2s ecuaciones, es posible incluir las s constantes desconocidas K

en el grupo de incognitas a estimar, lo que resulta en un problema de (4+s) incognitas
con 2s ecuaciones que podra resolverse con al menos s=4 satélites visibles.

Teniendo en cuenta el presupuesto de errores consignado en el Parrafo 9.1.4 después de
usar las correcciones estandar provistas en el mensaje, la magnitud de los residuos
resultantes resulta:

]1/2

2 2 2 . ~ . ~
o, ~lo,;+o;+05] " =3-4mis.; o, ~1-5mis.; o, ~Imis. =

(9.57)

2 2 2 ql/2
o, ~[o,+0, +0,]" =3-6,5mis.

Lo que implica una banda de error en el 98% de los casos de entre 6 y 13m (20)
mejorando sensiblemente la del servicio SPS.

9.3 Técnicas de codigo diferencial (DGPS)

Como se vio en los parrafos anteriores los servicios SPS y PPS abordan el problema de
la inconsistencia general del posicionamiento absoluto mediante el tramite de degradar
los residuos de los observables GPS incluyendo en ellos magnitudes no observables o
no estimables. En el caso PPS, la inclusion de mayor informaciéon hace posible
"descargar" parcialmente los residuos y gracias a esto se logra mayor precision que en el
caso SPS. Las técnicas de posicionamiento diferencial buscan también disminuir la
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magnitud de los residuos agregando informacion procedente de al menos un receptor
suplementario. El problema basico consiste en 2 receptores, una frecuencia y 1 época.
Cuando uno de los receptores se suponga ubicado en una posicion conocida se hablara
de DGPS absoluto. En caso de que ninguno de los dos esté geo-localizado el problema
se limitard al posicionamiento relativo entre ambos.

9.3.1 DGPS absoluto con observable de codigo

Satélite i %%

Usuario en P, Referencia en P;
D A l)ll - PT

ur

Figura 9.3: Posicionamiento diferencial con dos receptores.

Consideramos el problema del posicionamiento con observables de codigo en una sola
frecuencia tanto en el receptor del usuario como en otra estacion de referencia de
posicion conocida (ver Fig. 9.3) cita en las inmediaciones. En términos del problema
general, este caso se corresponde con: g=f=1; =2 (j=u, r).

Retomando la primera de las (9.35) y la (9.36), escribimos el sistema de 2s ecuaciones
con 2s+5 incognitas: las 2s sp‘j., las coordenadas del vector linea de base D, y los

desvios de reloj o7, y ot .
pL=Ri+cdt,+spi+cMi+el i=1..55j=ur

e (9.58)
Sp; :E>'/.+ch' +cI}—cSt’; i=1,..8j=ur

Asi planteado, el sistema resulta inconsistente con los residuos minimos.

Las técnicas de posicionamiento diferencial usan la alta correlacion espacio-temporal de
los errores E,cT;,cl’,c8f'" que componen cada término sp'. En efecto, Kaplan (2006),

<50Km es posible asegurar E' ~clI' <lcm . El error

Cap. 8, muestra que para ||D

troposférico es dependiente de las condiciones medioambientales variantes con el
tiempo (humedad ambiente, temperatura etc.) y sensible a la diferencia en altura (P.e.:

para 8h=1Km, T, ~1,6m). De este modo, para cada satélite i comiin al campo visual
de ambos, podra suponerse que sp.~sp’, a menos de errores métricos y en casos

centimétricos para 0/ suficientemente pequefios. Esto agrega suficiente estructura
como para abordar el mismo problema de 2s ecuaciones pero ahora con s+5 incognitas,

*Se usaré la notacion [ Ju=[ Ju-[ Ir para denotar diferencias entre las variables correspondientes.
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y por tanto consistente para un numero de satélites s>5 y residuos métricos
T o .
,,=cM+e +3sp, i=1,..5; j=u,r tales que:

G, ~1/G§p+012w e(lm,5m) (9.59)

Lo que implica una banda de error en el 98% de los casos de entre 2m y 10m (20)
mejorando en promedio al servicio SPS.

Bajo estas condiciones, un algoritmo de optimizacion similar al SPS, permite estimar,
ademas de la posicion D, respecto de la referencia conocida P, (y por tanto la posicion
absoluta P), los desvios temporales 6z, y of . Con lo cual también se obtendria el

tiempo del usuario con la precision maxima alcanzable dada por la (9.59). Més atn,
desde un punto de vista practico importa el hecho de que el procedimiento evita tener
que pre-corregir los parametros ligados a la propagacion y al segmento espacial dado
que estos errores son aproximadamente comunes a ambos receptores.

Servicio DGPS de area local (LA-DGPS) de posicionamiento absoluto

El procedimiento DGPS absoluto descrito en el parrafo anterior, necesita concentrar en
un punto las medidas adquiridas por la estacion de referencia y por el usuario en cada
época. Esto requiere de un enlace de comunicacion dedicado entre la primera y el
segundo. En la practica, los servicios de posicionamiento preciso, llamados DGPS de
area local (o Local-area DGPS), disponen de estaciones de referencia distribuidas en un
area determinada desde donde emiten por UHF/VHF sus correcciones de pseudo-rango

locales e;r ,i=1,...s obtenidos a partir de sus posiciones conocidas. Dichos errores se
definen como sigue para todos los satélites visibles.

P =Rl +spl+cdt +EL;
P, 5 p,+cdt, +E, (9.60)

Aqui, ]AQL es la distancia entre la posicién conocida de la referencia P, y la evaluada
para el satélite i a partir de la efemérides (ambas en ECEF). Cualquier usuario del
servicio en las inmediaciones de una referencia tal que ||D <50Km, usa los valores

ur

e;r recibidos etiquetados con la época correspondiente para formar los pseudo-rangos

corregidos definidos como sigue, para i=1,...s:

i A i i
pu,c =pu +ep,r
=R, +sp,+cdt,+cM, +¢,,—(sp,+cdt, +cM | +¢, ) (9.61)

i
p,ur

= R; +cdt, + spf” +cM ;,, +g

i
p.ur ®

y con residuos métricos: &, ~sp, +cM, +¢, . Las ecuaciones (9.61) permiten

determinar (mediante algin algoritmo de optimizacion) estimaciones de las coordenadas
ECEF de D, y de la diferencia de tiempos 0t . Notar respecto del procedimiento

anterior que ahora no se determinan independientemente los tiempos o8¢, y &¢,. Cabe
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sefialar, que los términos asociados a los errores de medida e, =cM,, +¢_ , provienen
de la resta de errores independientes, con lo cual, cuando ambos sean similares la

magnitud resultante se vera amplificada por un factor v/2.

—>o,, ~1.4lc,, el.41(1m,5m)=(1.41m, Tm) (9.62)

epur

Sin embargo esto no debe verse como una desventaja respecto del procedimiento
anterior, toda vez que las estaciones de referencia usan receptores fijos de alta calidad
con antenas inmunes a los efectos multi-pasos lo cual para un usuario comercial implica

que e, ~e, y por tanto o, ~c . Como ademis sus relojes de alta estabilidad son

permanentemente sincronizados con el tiempo GPS, ¢, =d¢,, asi, el servicio transfiere

tiempo preciso a sus usuarios. Otra ventaja es que habiendo so6lo 4 incdgnitas, la
solucion es compatible con 4 satélites y, en caso que s>4 la informacion suplementaria
tiende a reducir aun mas el error de estimacion final.

En conclusion, una LA-DGPS puede ofrecer a sus usuarios en zona bandas de errores de
posicionamiento del orden (1m-5m) en el 98% (20) de los casos.

Pr ultimo, puesto que la precision del sistema se debe en gran parte a la supresion de
errores en modo comun, asegurar sp. sub-métricos, requiere que tanto referencias

como usuarios corrigen de modo acorde por atmdsfera y efemérides o bien ninguno de
los dos lo hagan.

9.3.2 DGPS relativo con observable de codigo

A diferencia del posicionamiento absoluto, el DGPS relativo solo se plantea conocer el
vector "brazo de palanca" D, (ver Fig. 9.3) entre dos usuarios con sendos receptores a
bordo. Tal como en el DGPS absoluto, un enlace de datos entre ambos receptores
permite que cada uno disponga de los observables de codigo de ambos y por tanto, en él
calcular los nuevos observables diferenciales para i=1,...s (ver Ecs. (9.58)):

pl Al —p =R t+sp' +cdt, +cM' +¢! (9.63)

p,ur

Donde, R' 2R'—R' (ver Fig. 9.3) denota la diferencia entre sus distancias (rangos) al
satélite 7. Para expresar estas diferencias en funcion de la linea de base D, evaluamos
primeramente el producto escalar:

(R, +RL, R, —R, Y =(R)?=(R)? = (R = R)(R, +R) (9.64)

A partir de la geometria del problema y considerando la Fig. 9.3, es facil reconocer que
D =P —P =R.—R’ . Usando esta expresion en la Ec. (9.64) se obtiene:

RI-RI=Ri, =—(R[+R[.D,,)/(Rl+R]) (9.65)
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El resultado es que, Iét’” depende tanto de D, , como de posiciones desconocidas

Pr(ﬁi) y Pu(IA{L) , con lo cual, se tienen ahora 6 incdgnitas espaciales en lugar de las 3
del caso absoluto. Una manera de abordar el problema seria transformarlo en dos
problemas SPS con lo cual no se gana precision si no que se pierde dado que D, se

obtiene mediante la resta de magnitudes inciertas y, como vimos, esto implica en
promedio un aumento del 41% en el error rms.

Para ganar precision una vez mas agregaremos estructura al problema imponiendo que

[D..

sea lo suficientemente pequeilo como para poder suponer casi paralelas a R y

li; (a—0 en la Fig. 9.3). Es facil ver que bajo esta condicion la (9.65) admite la
aproximacion:

Rl =—(RI+R!,D,)/ (R +R)~~R.,D,) (9.66)
Donde R’ expresa al versor de linea de vista desde la posicion real del usuario a la
posicion calculada del satélite. Pero como R’ es desconocido, substituimos este vector

por su valor calculado por el receptor del usuario en modo SPS que denotamos li; e

introducimos el residuo geométrico:
aR;r £ ]’ébltr _(_<ﬁ; > Dur>) :]’ézir +<li; > Dur> (967)
De la Fig. 9.3, se advierte que R’ =R’ cos(a)—(R’,D, ), con lo cual se tiene:

=R~ R +(R",D <R (1-cos())| + (R’ ~R’,D )| (9.68)

ur

|oR:

Para o suficientemente pequefio 1-cos(a)=a’/2 y tan(oc)zOLS|DW|/ IA{: con lo cual

|1%i(1—cos(oc))|z1%ioc2/2S|DW|2/2]%;'. Por otro lado, teniendo en cuenta que la
estimacion SPS de la posicion del wusuario asegura un error acotado:
|r. 2.

‘li;—lii”<100m y que para una referencia cercana a la superficie terrestre
Ri~2x10'm, es posible demostrar que, para valores |D, [<9Km resulta

<5cm , con lo cual:

(R -R!,D,)

ur

|DW <9Km=>0OR! ~ léﬁaz /2<2m= métrico (9.69)

Para lineas de base ain méas cortas un razonamiento similar permite demostrar que

|DW <700m=>0R’ <0,5cm=> sub-centimétrico (9.70)
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Como veremos, esta ultima condicion resulta de gran utilidad para el posicionamiento
relativo de precision basado en observables de fase.

Lo anterior nos permite usar, para la Ec. (9.66), la siguiente expresion lineal en la
distancia relativa:

R =<(R!,D,)+0R! 9.71)

con residuo métrico (o milimétrico segun el caso) que no requiere conocer la posicion
de referencia. So6lo se necesita de la determinacién SPS de la posicion del usuario. De
acuerdo con esto, los observables diferenciales (9.63) se re-escriben como:

i
p,ur

z . (9.72)
= _(R; ) DW‘ + C6tur + (t'-!;r

La determinacion del vector D, resulta asi solucion del problema clésico de minimos
cuadrados lineales cuya precision queda determinada por los residuos

i A i i i i
&MF = aRur +Spur +CMM)” +8p
caso DGPS absoluto mas el residuo geométrico con desvio estandar:

=&, +OR,, correspondientes a la suma de los residuos del

o, =(2aTm); oy ~0a2m

<
9.73
= 0, = G?W +0l, ~(3a 7,5m) ©.73)

Sur

9.4 Técnicas de posicionamiento relativo con fase diferencial

De la discusion sobre el observable de fase realizada en los Parrafos 9.1.2 a 9.1.4 de este
Capitulo, se advierte su potencial para proporcionar posicionamiento de muy alta
precision. En efecto, sus errores de medida (residuos minimos) son en general
centimétricos y atin milimétricos toda vez que sea posible disponer de antenas inmunes
al efecto multi-pasos. Sin embargo, esta potencialmente alta precision se ve limitada
por dos caracteristicas de dicho observable. La primera es la existencia de la
ambigiliedad cuya magnitud, como se vio, puede ser arbitrariamente grande. Se dice, por
esta razon, que “el observable de fase es extremadamente preciso pero extremadamente
inexacto”. La segunda caracteristica, compartida con el (menos preciso) observable de
codigo, consiste en la presencia de los sesgos desconocidos y lentamente variantes:

E!, cT!, cI!, cdt'. Contrariamente a las ambigiiedades, estos sesgos tienen cotas

u?’

superiores métricas, sin embargo, como son mucho mas grandes que la longitud de onda
A y operan aditivamente a los errores de medida (ksfb,cm;), invalidan toda pretension

de precision sub-centimétrica a partir del uso de este observable. Para lograr la alta
precision buscada es necesario entonces, o bien estimar con precision centimétrica (y si
posible milimétrica) dichos sesgos, usualmente llamados en este contexto “variables
indeseadas”, o bien crear de alguna manera nuevos observables diferenciales que sean
independientes de ellos. Recién cuando esto ultimo sea resuelto, sera posible abordar el
problema de determinar o estimar las ambigiiedades con la exactitud requerida.

224



Martin Espafia Comision Nacional de Actividades Espaciales

Las técnicas de fase diferencial (al igual que las de codigo diferencial) aprovechan la
fuerte correlacion espacio-temporal de los sesgos mencionados arriba para estimarlos o
bien suprimirlos como perturbacion en modo comiin mediante esquemas multi-receptor
y/o multi-épocas

En este parrafo nos concentramos en describir observables diferenciales que dan cuenta
de las variables indeseadas y por ende permiten formular apropiadamente el problema
de la determinacion de las ambigiiedades.

9.4.1 Diferencias simples espaciales de fase
Retomamos el observable de fase (Ecs. (9.29)) con la ambigiiedad real expresada como
suma de las ambigiiedades fraccional y entera: B;=8¢ —N;, para i=1,..,s (n° de

satélites visibles comunes) y j=u,r,
L,=R +E +c(T; —1})+c(8t, =8t )+ L(8¢, = N))+cm + e, (9.74)

Definimos el nuevo observable llamado diferencia de fase espacial simple entre usuario
y referencia para cada satélite i =1,...,s visible desde ambos receptores:

L (O2L (0)-L()=R +E' +c(T' ~I' Y+cdt, +h (¢, —N' )+em +el (9.75)
donde se introdujo la diferencia entre fases sincronicas:
¢,, =8¢, =8¢, =@, (t,)~D'(2,)~(P,(2,)-P'(1,) =D, (2,)-D,(z,) (9.76)

Como se advierte, esta Ultima s6lo depende de la diferencia entre las fases de los
osciladores locales en el instante de enganche comun y por tanto es independiente de i.

De la (9.75), notamos que las variables indeseadas que dependen exclusivamente de i
fueron suprimidas con la diferencia espacial. Mas especificamente, el nuevo observable

no depende de los sesgos de los relojes satelitales ni de sus fases iniciales: @'(Z,).

<700m, de acuerdo con la (9.71), f@l’” podra

Para una linea de base corta: |DW

escribirse como funcion lineal en D, con residuo geométrico sub-centimétrico. Si a

esto agregamos la suposicion de que las diferencias entre errores troposféricos a tal
distancia relativa puedan ser debidamente canceladas (tal vez usando algin modelo

atmosférico local), la alta correlacion espacial entre los sesgos ionosféricos y espaciales
permitird suponer al término sp. =E. +c(T.. —1.) al menos centimétrico y por ende

ur

incluirlo en los residuos. Bajo estas condiciones formulamos el:

Primer problema de resolucion de ambigiiedades enteras:
Sea el siguiente modelo del observable (9.75) con residuos centimétricos
& Z0R +sp' +cem +Ael  si=l,.,s:

ur ur,d °
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L, ()=-R\"D, +cdt, +0(,, — N\ )+E, 9.77)

Introducimos la incégnita real: y, =cdt, +A(p, —N.) y las incégnitas enteras:
Ni] éNl _N1

ur?

i=1,...,s, todas constantes en tanto # y » compartan los mismos satélites

en vista y conserven el enganche de fase. Sumando y restando y, a cada ecuacion del
sistema (9.77) y luego rescribiendo a éstas matricialmente se obtiene:

li],T :1 Durx 0
u : D N21

L=l E o [ e (9.78)
_RZT : 1 Xur N;nl

Donde se wusaron las definiciones de los vectores de diferencias simples
T ) T

L‘mé[Llw L‘;r} eR’® y de residuos af{ré[i; if”,] eR*.
El problema se reduce a resolver un sistema lineal de s ecuaciones con 4 incognitas
reales, s-1 incognitas enteras y residuos centimétricos. Claramente, si todas las
incognitas fueran consideradas reales, el sistema seria incompatible, de hecho podria
demostrarse que existe todo un sub-espacio lineal de dimension 4 de soluciones posibles
al problema de minimos cuadrados formulado en base a la (9.78).

En cambio, conocidas las ambigiiedades enteras (invariantes), la soluciéon de minimos
cuadrados del sistema (9.78) permite estimar instante a instante las componentes ECEF
del vector distancia relativa D,,.(¢) con residuos centimétricos durante el tiempo en que

ambos receptores compartan 4 o mas satélites en vista. Nuevamente, la geometria de la
constelacion visible, representada por las filas de la matriz G, influira decisivamente
sobre la precision final de las incognitas reales.

Sin embargo, debera tenerse en cuenta que ni bien se modifique la constelacion visible
comun, sera necesario recalcular dichos enteros. Los procedimientos, con las
provisiones necesarias que permitan seguir con precision la linea de base entre dos
moviles, son conocidos en la literatura como real time kinematics (RTK).

La clave de los nuevos observables bajo la condicion de linea de base corta es que éstos
reducen los errores del segmento espacial y de propagacion a magnitudes centimétricas.
Esta condicion es crucial para la convergencia de los métodos numéricos de
determinacion de las ambigiiedades enteras (que finalmente se traducen en errores
multiplos de la longitud de onda) necesarios para lograr la alta precision deseada. Sin
embargo, la presencia de la incognita real arbitrariamente grande y,, se traduce en una

dificultad numérica considerable para resolver simultdneamente las ambigiiedades
enteras y las coordenadas de la linea de base. Por esta razon, si bien existen esquemas
de posicionamiento relativo precisos basados en diferencias simples entre receptores, las
diferencias espacio-satelitales descriptas en el parrafo siguientes son las preferidas para
este fin dado que suprimen toda incognita real excepto las coordenadas buscadas.
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9.4.2 Diferencias dobles espacio-satelitales de fase

El observable diferencial simple (9.77):

L ()=—(R.,D_Y+(cdt, +hd )—AN' +& 1i=1,...s (9.79)

ur’ -
posee como "variables indeseadas" remanentes el sesgo relativo entre los relojes de los
receptores cdt,, y las diferencias entre su fases sincronicas A ¢, . Interesa destacar que

ambos son independientes de i, de este modo, eligiendo como referencia (por ejemplo)
al satélite 1 (ver Fig. 9.4) es posible establecer los siguientes (s-1) diferencias dobles
espacio satelitales:

20 [ (R -R')'D, AN +&";i=1,..,5-1 (9.80)

ur ur >

En tano que observables independientes de todas las variables indeseadas excepcion
hecha de las nuevas ambigiiedades enteras. Sus residuos centimétricos quedan dados
por:

E' Z0R! +spt +om +rell s i=1,...,5-1 (9.81)

ur,d >

Satélite i %% % Satélite 1

(referencia)

Referencia en P, Usuario en P,

Du‘éPu_Pr

L

Figura 9.4: Diferencias dobles espacio-satelitales.

Segundo problema de resolucion de ambigiiedades enteras
Usando las definiciones de los vectores de diferencias y residuos dobles:

L é[Lf”l, - ]T eR™y g é[éiﬁ W] eR*", el sistema de ecuaciones (9.80)

ur

se rescribe matricialmente como:

G
f—/%
_(Ri - Ril )T Durx lerl
L = : D, |-M| |+E (9.82)
_(lis —ﬁl )T Durz Nlj:
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A diferencia del caso anterior el problema consiste en resolver un sistema lineal con
solo 3 incognitas reales y s-1 incognitas enteras. Esta ultima formulacion es la mas
usada por los algoritmos que resuelven, a la vez las incognitas reales y las
ambigliedades enteras. La razon es que el problema es mas simple, requiriere menos
tiempo de computo y la solucion resulta mas precisa.

El condicionamiento de la matriz G e R* ™" determinara fuertemente el DOP final de
las estimaciones y esta vez serd funcion no sélo de la geometria de la constelacion
comun a ambos receptores, sino ademas de la seleccion del satélite de referencia. La
recomendacion usual es que éste ultimo esté lo mas cercano posible a la posicion
zenital.

9.4.3 Determinacion de las ambigiiedades enteras época por época.

Dividiendo la ecuacion en metros (9.82) por la longitud de onda A, se obtiene la
ecuacion en unidades de ciclos:

®(t)=FD(t)+ N+&(f) (9.83)

que constituye el modelo mas usado para el posicionamiento relativo de precision
basado en medidas diferenciales de la fase de portadora, entre dos receptores. En ¢l se

usaron las definiciones obvias para NeZ" y E(f)eR” y ®(1)=A""L! (f)eR" junto

con F=1"GeR™ siendo m=s—1. Por las razones que veremos, en el modelo se
explicita la época ¢ de las medidas y residuos. En rigor, la matriz F también varia con el
tiempo debido a los desplazamientos de los satélites en su orbita y a movimientos
absolutos o relativos de ambos receptores a bordo de sendos méviles. Sin embargo,
como F depende de la geometria de la constelacion comun y no de magnitudes
absolutas, sus elementos son lentamente variables. En cuanto al vector entero N, es
supuesto constante durante las observaciones mientras los receptores permanezcan
enganchados a un conjunto comtn e invariante de satélites de la constelacion GPS. Por
hipotesis, el vector de los residuos &(¢#) es un proceso estocastico centrado tal que:

cov(E(1)=Q=W"'>0

El problema a resolver para una dada época ¢ consiste en la minimizacion "mixta"
(simultaneamente sobre reales y enteros) del siguiente criterio (cuadrado de la norma de

los residuos) para un dado vector de medidas ®(¢7) sobre los espacios de vectores
DeR’y NeZ":

C(D,N;®)2

ci)—FD—NHjV:(FD—((i)—N))TW(FD—(ti)—N)) (9.84)

donde

WeR™. La solucién buscada, si existe es:

||W representa la norma segin la matriz de covariancia positiva definida

D(®)= argmin C(D,N;®) (9.85)
DeR3 NeZ™

Por falta de espacio no desarrollaremos aqui la solucion general de este problema que en
muchos aspectos es ain un tema de investigacion. En el Capitulo 11 veremos, sin
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embargo, como es posible abordar la estimacion de las ambigiiedades en el contexto de
la navegacion integrada.

Tal vez el mas popular de los métodos de resolucion del problema (9.85) usando
exclusivamente observables diferenciales dobles de fase época por época sea el
LAMBDA method (Least-squares AMBiguity Decorrelation Adjustment) desarrollado
por Teunissen. Recomendamos sobre este tema: Teunissen, (1994), Teunissen, (1995),
Teunissen, et al. (1995) o la excelente presentacion en el Cap. 6 de Misra/Enge (2006).

9.4.4 Diferencias espacio-temporales de la Fase

Siempre bajo la condicion de linea de base corta (lo cual permite, como vimos, una
formulacion lineal de los observables diferenciales de fase respecto de las componentes
del vector linea de base), partimos del observable diferencial simple (9.77) medido en
dos épocas distintas 1—A¢ y ¢y definimos las diferencias espacio-temporales

oL, (N =L, ()-L, (t-A)

ur

TS < - (986
==(R,(N-R,(t=A0)"D,, (=R, ()" (D,,()~D,, (t- A1) +3E,,

Agrupando las diferencias en el vector AL . (¢£)=[SL, (¢) ....5L,(t)]" los residuos en el

ur

vector o6&, y llamando AD (#)=D, (1)-D, (t—At), las anteriores se rescriben
matricialmente como sigue:

~(RY ()—RY (t-A0) —R' (1)
AL, (f)= : D, )+ |AD,()+d8E,  (9.87)
~(RY (1)-R" (t-At) R (1)

De la anterior surge, en primer lugar, que las ambigiiedades enteras no intervienen en
los nuevos observables diferenciales y en segundo, que éstos “miden” simultdneamente

aD,(t)y AD,.(¢). Con lo cual, no so6lo tienen informacion de la distancia relativa en

tiempo real, si no, ademas, de su variacion entre dos épocas consecutivas (medida de la
velocidad relativa). Sin embargo, evaluando cuidadosamente el primer termino de la
expresion anterior advertimos que la sensibilidad de este observable respecto de D, ()

requiere un cambio importante en la geometria de la constelacion en el tiempo Ar.
Puesto de otro modo, una estimacion precisa de la distancia relativa requiere que ambos
receptores permanezcan inmoviles durante el tiempo necesario para asegurar un valor
bajo de DOP. Esto sin dudas limita fuertemente el uso de un tal observable a la
navegacion de vehiculos, pero en cambio encuentra un campo interesante de aplicacion
en las mediciones geodésicas. Por otro lado, para At suficientemente pequefio el
segundo término de la (9.87) nos dice que una buena geometria de la constelacion
comun a ambos receptores habilita la determinacion precisa de la velocidad relativa
entre ambos vehiculos casi época por época.
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Capitulo 10
Navegacion Integrada

Un sistema de navegacion inercial, constituido por una unidad de mediciones inerciales
(UMLI: ternas de girdscopos y acelerometros) y un algoritmo de integracion numérica de
las ecuaciones cinematicas como los vistos en el Capitulo 7, provee estimaciones de
posicion, velocidad y orientacion de un vehiculo a una tasa de muestreo s6lo limitada
por la velocidad de computo en tiempo real abordo. Sin embargo, como se mostré en
ese mismo Capitulo, el desconocimiento en las condiciones iniciales, los errores de los
sensores inerciales, las aproximaciones del modelo de gravedad y las del algoritmo de
integracion numérica hacen que el navegador inercial puro adolezca de errores que
crecen polinomialmente con el tiempo. Clasicamente, estos errores han sido controlados
(acotados o reducidos) usando medidas de sensores exoceptivos con las cuales se
reinicializan las variables de navegacion. Un ejemplo es el filtro estabilizador del canal
vertical introducido en el Parrafo 5.4.1 que actualiza la altura con medidas barométricas.
En este Capitulo se presenta un procedimiento numérico sistematico para fusionar
optimamente (en el sentido que oportunamente definiremos) datos provenientes de
cualquier tipo de sensores, incluidos los sensores inerciales. De este modo, se logra una
navegacion a la vez precisa, estable y con una alta tasa de salida de datos.

Las técnicas de fusion de datos procesan medidas provenientes de diversas fuentes y
con ellas estiman las variables deseadas. Su interés radica en que mientras mas fuentes
de informacion se disponga mas se reduce la imprecision de la estimacion a la vez que
aumenta la confiabilidad y disponibilidad de los estimados. La "Navegacion Integrada"
es la aplicacion de estos métodos a la estimacion del estado cinemaético de un vehiculo
visto como un proceso estocastico continuo modelado por las ecuaciones cinematicas
descritas en el Capitulo 5. La informacion disponible sobre el estado son: las medidas
inerciales, suministradas a una alta tasa de muestreo o alin en tiempo continuo, las
mediciones exoceptivas, adquiridas en instantes no necesariamente equi-espaciados ni
siempre por los mismos instrumentos sumada a toda informacion recabada a priori
sobre el estado cinematico inicial. El caracter estocastico del estado se debe a: a)
perturbaciones en las medidas, b) incertezas en las condiciones iniciales, c)
imprecisiones en los modelos de los sensores y d) errores de en el modelo de la
gravedad.

Una caracteristica destacable de la navegacion integrada es que juntamente con el
estado cinematico estima en linea las incertezas paramétricas de los modelos, en
particular los de los sensores. Esto adquiere particular relevancia en sistemas de bajo
costo sonde los sensores suelen adolecer de pobres performance y estabilidad funcional.

Los sistemas de navegacion integrada habilitan de este modo un comportamiento
adaptativo (ajustan sus propios parametros), estable (sin las divergencias propias de la
navegacion inercial pura estudiadas en el Capitulo 6), redundante y robusto frente a
fallas, con buena performance dinamica tanto en altas como en bajas frecuencias, capaz
de proveer una alta tasa de datos de salida. Sumado a esto, no es menor el hecho de que
puedan ser aplicables a configuraciones instrumentales casi arbitrarias.
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El Capitulo se inicia formulando el problema de la navegacion integrada para luego
enmarcarlo en la teoria de la fusion de datos via el filtrado no lineal. Una introduccion a
esta teoria se presenta en el Parrafo 10.2 desde el enfoque Bayesiano. El objetivo es
situar el problema en un contexto general de modo de otorgar al disefiador o
investigador la amplitud de criterio necesaria para evaluar configuraciones alternativas
para una dada aplicacion o diagnosticar las causas de deficiencias en las soluciones
propuestas. Esto parece necesario en una tecnologia cada vez mas ubicua en la cual hay
mucho para innovar en términos de aplicaciones, configuraciones instrumentales y
algoritmos numéricos.

La complejidad inherente al filtrado no lineal impone, sin embargo, el uso de
procedimientos numéricos aproximados, la mayoria de los cuales se basan en la teoria
del regresor lineal optimo. Luego de presentar este concepto en el Parrafo 10.3, se
introducen las aproximaciones mas frecuentemente usadas en navegacion, a saber: El
Filtro de Kalman Extendido (EKF': Extended Kalman Filter) propuesto inicialmente por
Jazwinski, (1970) y el Filtro de Kalman con "Puntos Sigma" (SPKF: Sigma Point
Kalman Filter) propuesto por Julier/Uhlmann/Durrant-Whyte, (1995). Ambos son
tratados, respectivamente, en los Parrafos 10.4 y 10.5.

10.1 Formulacion del problema

Como se dijo, la navegacion integrada es una aplicacion particular del filtrado no lineal
a la estimacion del estado cinematico de un vehiculo. En el Capitulo 5 se mostré que
dicho estado evoluciona segin ecuaciones estocasticas que obedecen a un modelo
general del tipo:

x=ag (x,p,)+ B, (O 121; x(4)~v.a.{x,,P.(¢)} (10.1)

La forma de la funcion vectorial a,, (x,p,) y la matriz By,(x) dependen de la terna de
referencia elegida (ver Ecs. (5.3) (5.17) y (5.33) del Capitulo 5). El vector p, es el
conjunto de parametros que condensan las incertidumbres del modelo de gravedad, en
tanto que el estado inicial, en el instante arbitrario #,, es el vector aleatorio x(z,) cuyo

valor esperado y matriz de covariancia son supuestos conocidos. El modelo resulta
lineal respecto de la funcion forzante de entrada dada por el vector p de las magnitudes
inerciales.

10.1.1 Descripcion del sistema de medida

La Fig. 10.1 esquematiza la interrelacion entre el estado cinematico continuo
subyacente x(¢) y las medidas accesibles en tiempos discretos (por encima de la linea

de trazos). p(z) representa el perfil temporal continuo de las magnitudes inerciales,
cuyas medidas son entregadas por la unidad de mediciones inerciales (UMI) en los
instantes de muestreo # a una tasa uniforme que en la practica oscila entre los 50 y
300sps.
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Vi Yi Sistema de adquisicion
n(,) de medidas

g L
=

x(t)

Proceso continuo

Figura 10.1: Esquema de tiempos del sistema de medidas.

Por otra parte, los sensores exoceptivos (p.e.: magnetometro, receptor GNSS, altimetro,
star tracker, sensor de distancia, etc.) proveen las mediciones y, en los instantes

discretos #; (no necesariamente equi-espaciados) vinculadas con el estado cinematico x,
mediante un modelo del sensor correspondiente supuesto conocido y expresado como :

Yi =h(x;p)+ 0 ~ N(O.R,) (10.2)

El indice k en h, enfatiza el hecho de que el sensor exoceptivo no es necesariamente el
mismo en cada instante de adquisicion de una medida. El vector p, agrupa los
parametros inciertos del modelo del sensor. Para simplificar la notacion se evita indexar
con k al vector p,. 1, representa el ruido discreto aditivo de medida supuesto centrado,
gaussiano ¢ independiente con matriz de covariancia R;.

El vector de las magnitudes inerciales p es s6lo accesible a través de sus medidas.
Como se estableci6 en el Capitulo 2, el modelo que transforma las mediciones p de la

UMI en las correspondientes magnitudes inerciales, se supone de la forma (ver
definiciones (2.11), (2.12) y (2.13) del Parrafo 2.3.1):

pz[(;‘)b:|=/\/l(ﬁ§p,-)+§u =L(Wo+b+g,

T T T
oo oo o] oo ]

El vector p, agrupa los parametros inciertos del modelo de los instrumentos inerciales.

(10.3)

Dado que la funcién M(p;p,) es bilineal en sus argumentos, con el modelo de estado

(10.1) resulta lineal tanto respecto de las perturbaciones estocasticas como respecto de
las medidas inerciales. En el Capitulo 2 se mostré6 ademas (ver Parrafo 2.7) que la
perturbacion &, puede representarse mediante un modelo markoviano de la forma (ver

definiciones correspondientes a la Ec. (2.56)):

"Para simplificar la notacion, las variables en instantes discretos #, podran ser denotadas: v(#;)=v;.
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¢=Z+n; n, ~N(0,8(1)Q,); &(t)) ~ v.a.(0,P,)

(10.4)
. =IC+n; n, ~N(0,5(1)Q,)
Con el tinico fin de no recargar la presentacion, en adelante se supondra que I'=0 en

(10.4), lo que equivale a suponer que la perturbacion aditiva §, es un ruido blanco

continuo centrado con densidad espectral matricial Q., matriz que en la practica es

supuesta constante. Reconocemos sin embargo que en ciertos casos en particular
sistemas de alta precision esta suposicion puede no ser la adecuada. En tal caso sera
necesario agregar las componentes del estado { al vector de estado aumentado que se

definira en el proximo parrafo.

10.1.2 Estado aumentado del sistema de navegacion

Los valores de los pardmetros instrumentales p, y p, podran ser los consignados en la

hoja de datos del fabricante del instrumento o bien, de recerirse mayor precision, podran
ser medidos por el usuario en laboratorios de ensayos mediante procedimientos de
calibracion instrumental adecuados a ese fin. Debido a las simplificaciones propias del
modelado, estos parametros pueden sin embargo exhibir inestabilidades que se veran
acentuadas en instrumentos de bajo costo. Por esto, en la practica no son considerados
constantes sino procesos aleatorios. La via mas usual para captar su variabilidad
consiste en modelarlos como procesos brownianos continuos mediante:

P &
P=|P. [=|C |=&,);
p.| [&
p(4)=p, ~ N{p,.P,(1)}; P, =diag(P,P,P,) (10.5)

g, (0 ~N(0,8(nQ,); Q,=diag(Q,;,Q..Q,)

Donde, la condicion inicial en un instante arbitrario #; es un vector aleatorio supuesto
gaussiano de valor esperado p, (estimacion a priori) y matriz de covariancia P, (z,).

El proceso vectorial continuo & (#) es supuesto independiente, gaussiano y centrado

con Q, una matriz diagonal conformada por los sub-bloques diagonales Q,, Q, y Q, .

El objeto de la navegacion integrada es estimar para ¢ >t simultineamente todas las
componentes del vector de estado aumentado (VEA):

r2[x" ol ol p] (10.6)
Denotando:

£, () =a,,(x,p,) +B,, )M(p;p,)

_ (10.7)
=a,,(x,p,)+B,, (X)(L(n)o +b)
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El estado aumentado y(¢) resulta un proceso modelado mediante la siguiente ecuacion
diferencial no lineal estocastica que surge de combinar las Ecs. (10.1), (10.2) y (10.3).

F(u:m) B(x)
. X £, (D) B,(x) 0 A gu
’= L.J = { 0 }{ 0 J&(t); &(n) = [éj ~N(0,6()Q)  (10.8)

Y. =h,(x,)+n; mn,~NOR))

El modelo es lineal respecto de las medidas inerciales p y el ruido blanco &(¢); este
Gltimo con densidad espectral Q(7) = diag(Q,,Q,). El ruido de medida aditivo n, es
supuesto descorrelacionado de &(¢). Las mediciones Yy, constituyen los datos
exoceptivos adquiridos sobre el proceso y(¢) en los instantes discretos #. La condicion
inicial del VEA es un vector aleatorio con momentos: E{y(¢,)}=%, y P(,)=P, =

E{x(t,) = %) x(t,) —%,)" } supuestos conocidos:

1) F%q G P}
) = ~v.a.{},,P,
ol =1 ) x

R N R A 0
“_{J’R‘{o mmj

10.1.3 Procesos de Markov

La propiedad fundamental que caracteriza a un proceso estocastico markoviano (Andréi
Andréyevich Markov, 1856-1922) se puede sintetizar como: “Dado el estado y(t,) en

(10.9)

>

un instante arbitrario ty, la densidad de probabilidad del estado en cualquier instante
futuro t > t, condicionada al conocimiento de toda la historia temporal pasada (t<t, )
es igual a la densidad condicionada exclusivamente al conocimiento del estado en t;,” .

Formalmente:
() x[=0, 6, = p(u(®) / x(2,)); Vi> 1, (10.10)

En otros términos: el estado del proceso en cualquier instante de tiempo condensa la
informacion probabilistica de la historia pasada anterior a ese instante.

Por esto, la densidad de probabilidad condicional: p, (;¢,) = p(x(#)/ %(¢,)) , llamada

también "probabilidad de transicion”, en funcion de dos instantes de tiempo ordenados
t>t,, es lo que caracteriza al proceso markoviano y. Un sistema de ecuaciones
diferenciales estocasticas en forma de ecuaciones de estado tales como las del modelo
(10.8) (en este contexto llamadas ecuaciones de difusion), genera un proceso
markoviano. Como se muestra en Papoulis, (1991) (ver también Astrom, 1970), la
probabilidad de transicion resulta ser la solucion de un sistema de ecuaciones a
derivadas parciales llamado de Fokker-Plank (FP), con condicion de contorno la
funcién densidad de probabilidad del proceso en un instante cualquiera #: p(y(¢,)) . Las
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ecuaciones de FP, también llamadas de difusion hacia adelante o de Kolmogorov,
pueden ser obtenidas en forma directa a partir de las ecuaciones de difusion.

10.2 Estimacion optima Bavesiana del estado aumentado

Denotamos al conjunto de observaciones exoceptivas adquiridas hasta un dado instante
t COmo:

Y, 2 YV Vi) (10.11)

Como es sabido (ver por ejemplo Papoulis, 1991), el estimador optimo en el sentido
medio-cuadratico del estado aumentado y(¢), dadas todas las medias disponibles

anteriores a t >¢,, es su valor esperado condicionado a las mediciones Y; formalmente

escrito en funcion de la densidad de probabilidad condicional p(y(¢)/Y,) como:

00 0

E(x®)/Y,} = [ [ 20p®)/ Yodx,: =, (10.12)

-0 -0

El procedimiento recursivo para la determinacion de este estimador a medida que se
adquieren nuevas observaciones es la solucion del llamado problema de filtrado
continuo-discreto y se descompone en dos pasos.

10.2.1 Fase de prediccion:

La densidad de probabilidad de transicion p(y(¢)/y,) del proceso Markoviano ()
parat>t, es la solucion de las ecuaciones a derivadas parciales espacio temporales de
Fokker-Plank con condicion de contorno p(y, /Y,) en t=t, . Con ambas densidades se

construye la densidad de probabilidad condicional a priori, a partir de la densidad
condicional marginal:

pu(@®)/Y,)= J.p(X(t)an /Y )dy, = IP(X(t)/Xk’Yk)p(Xk 1Y, )dy,

(10.13)
= [ P&/ %) PG 1Y, ),

Donde, la 1* igualdad es simplemente el calculo de una densidad marginal, la 2% es el
resultado de aplicar la identidad bayesiana general: p(x,y)= p(x/y)p(y) y la 3% surge

del caracter markoviano y(t)para > ¢, que, cuando es condicionado al estado anterior
%.» resulta independiente de toda medida anterior al instante ¢, . Sustituyendo la
(10.13) en la (10.12) se obtiene la prediccion optima de y(¢) para ¢ entre dos instantes
sucesivos de adquisicion de medidas exoceptivas (t €[t,,?,,,)), dadas las medidas
pasadas disponibles Yj.

* . . .. . . .,
En efecto, siendo % (¢f) markoviano, el conocimiento cualquier variable funcién del estado en un
instante anterior a #; no agrega informacion alguna al conocimiento del estado en #.
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10.2.2 Fase de actualizacion:

Con la llegada de la nueva mediciéon Yy, ,, se obtiene la densidad condicional

Py ' Y,,,) mediante la cual es posible calcular el nuevo estimador 6ptimo a

posteriori:
E{Xk+1 /Yk+1} = J. J Xk+1p(Xk+1 /Yk+1 )kaH (1014)

Para determinar p(y,,,/Y,,,) se usa la siguiente relacion bayesiana (ver p.e. Papoulis,
1991):

P ¥ie ' Yo
PV 'Y,)
_ PV ! Hairs YO P 1Y) _ PVin / Ae) P Wi ' Ys)
PV 'Yy PV 'Y,

PVt ! Y1) = PWir ! Yia> Yi) =
(10.15)

Una vez mas, en la Gltima igualdad se us6 la condicion de markovianidad de y(¢). Para
el célculo de la densidad condicional p(y,., /¥,.,) se parte del modelo de la medicion
exoceptiva en el instante #; dado por la 2¢ de las Ecs. (10.8), para escribir:

PY oMt ' Aet) = PV it ! Mt Lot ) Py / Asr)

- (10.16)
=0(Y, — 0 Oi) — M) P(My)

En la 2% igualdad se us6 la independencia de ny respecto de 7, y el hecho de que, de
acuerdo con el modelo (10.8), y,,, resulta una variable “cierta” cuando m,,,,%,,, €stdn

dados, por lo tanto, su densidad estd concentrada en el tnico punto donde no se anula el
“delta” de Dirac (). Marginalizando la expresion anterior respecto de 1n,,, y usando

nuevamente la condiciéon de markovianidad de yx(¢) y de independencia de mi se
obtiene:

PYia/ Han) = J.S(ykﬂ —h () — ) Py dny
= Pu, Vi =1 ()

(10.17)

Donde con p, () se denota la densidad de probabilidad de msi evaluada en el

argumento. Resta determinar la densidad condicional p(y,,,/Y,), para lo cual se parte
una vez mas de la relacion bayesiana:

Pt Xan/Y) =Pt/ Xies YO P Ui /Y

" (10.18)
=PV M) PO 1Y)
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La segunda igualdad resulta otra vez de la markovianidad del proceso y(¢). La densidad
de probabilidad buscada se obtiene marginando la anterior respecto de y,,, y usando la
relacion (10.17) mediante:

P(¥a 1Y) = J.pn,ﬁl Vit =0 L)) POy /Y)Y (10.19)

Conocida la densidad (10.19) es posible ahora obtener formalmente la prediccion
Optima de la "proxima" medida y,,, mediante:

E{ykﬂ /Yk} = J Y PV /YAy, (10.20)

Finalmente, la nueva densidad a posteriori p(y,,,/Y,,,) surge de sustituir en la (10.15),

las (10.19) y (10.13) para =t+;. Con ésta se reinicia nuevamente la fase de prediccion,
lo que asegura la recursion del procedimiento.

10.3 Aproximaciones del estimador recursivo éptimo

A pesar de su gran interés teorico, el procedimiento bayesiano para obtener el estimador
optimo recursivo requiere evaluar cada vez complejas integrales como las (10.13),
(10.14) 6 (10.19). Como si esto fuera poco, necesita ademas resolver la ecuacion
diferencial no lineal de FP a derivadas parciales para obtener la densidad de
probabilidad de transicion buscada p(y(¢)/y, ) del proceso y(¢) para r>t. Claramente,

esto es impracticable en general, sin embargo, si tanto el estado x(¢#) como sus medidas
y, obedecen a modelos lineales y al mismo tiempo las perturbaciones y condiciones

iniciales son gaussianas, entonces todas las variables aleatorias son también gaussianas
y en este caso el estimador recursivo optimo exacto es el filtro lineal (o regresor lineal
optimo) propuesto por Kalman (Kalman, 1960). De otro modo, cualquier solucién
viable al problema de la estimacion recursiva no lineal de y(¢f) sera necesariamente

aproximada.

Llamaremos estimador a priori (o predictor), que denotamos 7y (¢), a todo estimador
del proceso yx(#) que sea funcion de las medidas Y, 2 {¥Yor--s¥i2:¥i ¥, + adquiridas
hasta un instante # tal que ¢ > ¢, . En particular, se denotara: y,,, =% (#,,,) al estimador
a priori calculado para el instante #,,, en que es adquirida la proxima medida. Bajo las
mismas condiciones, denotamos y,,, a la prediccion de dicha medida. En cambio,
denotaremos con ¥(#,) =y, al estimador a posteriori obtenido en ¢ =¢, funcion de las

medidas Y, adquiridas hasta ese mismo instante.

La siguiente es la estructura general de un regresor lineal:

Lot = Xt T Kt Vi = Vi) = e + K1Y 4 (10.21)
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El segundo término del segundo miembro debe ser visto como una correccion a la
estimacion a priori j,,, funcion de la diferencia dy,,, =Yy,,, —¥,,, entre la "nueva"

medida en el instante 7, ,

con el nombre de innovacion y la matriz K, , es llamada ganancia del regresor. El

y su correspondiente prediccion. Dicha diferencia se conoce

criterio de optimalidad para la matriz K, , es:

A

K., = """ traza(E{8y,,0,.,"}) (10.22)
Donde:
8Xk+1 = Lit1— 2k+1 = 8Xl;+1 - Kk+16yk+1 (10.23)

Como puede verse, por ejemplo en Kailath (1983) o también Jazwinski (1970), la
ganancia optima que cumple el criterio (10.22) existe, y es la unica que satisface la
condicion de "ortogonalidad":

B8, (By) } =0 (10.24)
Sustituyendo en la condicion anterior la expresion (10.21) se obtiene
P, (k+1)2 E{8y;, 8¥F .1 | = Ki P (k +1) (10.25)
Donde, la covariancia del error de prediccion de la medicion es:
P,(k+1)2 E Sy, ,0y[..} (10.26)
De la Ec. (10.25) surge la expresion de la ganancia optima del regresor lineal:
K, =P, (k+ )P (k+1) (10.27)

La expresion (10.27) expresa el hecho "natural" de que el peso de la innovacion sea
mayor cuanto mayor sea su correlacion con el estado, expresada por la covariancia
P (k+1) y, por otra parte, que el peso se reduzca con la imprecision de la medida

caracterizada por la covariancia P, (k+1).
Finalmente, a partir de la Ec. (10.23) y usando la condicién (10.24) se obtiene
facilmente la covariancia del error de estimacion a posteriori del estado, optima en el
sentido (10.22):

P (k+1)=E{8y,,(38,,) =P (k+1)-K, P, (k+1)

(10.28)
=P (k+1)=P_(k+DP,'(k+ P, (k+1)
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Donde P (k+1)2 E {SX;H &%) } es la covariancia del error de prediccion del estado

en fi+1.

Conviene detenerse un momento en este punto para destacar un hecho que muchas
veces suele pasarse por alto. La Ec. (10.27) nos dice que, aunque el sistema sea no
lineal, siempre serd posible obtener un estimador lineal 6ptimo del estado a condicion
de poder calcular los momentos de primer y de segundo orden correspondientes (valor

medio a priori j,,, y covariancias P (k+1) y P, (k+1)). Este estimador no es

necesariamente el mejor de todos los posibles en el sentido bayesiano mas amplio, a
menos que, como se menciond, todos los procesos sean gaussianos. En este caso K,

es la llamada ganancia de Kalman y los estimados resultan los Optimos, es decir, tal
como surge de las Ecs. (10.12), (10.14) y (10.20) se corresponden con las esperanzas

matematicas  condicionales: 1 () =E{q@®) /Y, t>t,  Hu=EXtL) /Yt

V.. =E{y(¢,.,,)/Y,}. El correlador lineal 6ptimo es en este caso el filtro de Kalman.

Sobre las conclusiones anteriores, el lector podra consultar una extensa literatura
disponible. Entre los clasicos citamos a: Kalman, (1960); Jazvinski (1970), Kailath,
(1983) y Papoulis, (1991).

La enorme significacion tedrica y practica de lo anterior es lo que explica que la mayor
parte de las aproximaciones al filtrado no-lineal propuestas en la literatura calquen la
estructura del regresor lineal optimo. La diferencia esencial entre los procedimientos
suele radicar tan s6lo en como son aproximados los momentos de primer y segundo
orden durante la fase de prediccion entre dos instantes consecutivos ¢, —>¢, . .
Las aproximaciones de filtrado no lineal mas usadas en navegacion integrada son: el
Filtro de Kalman Extendido (EKF) y el Filtro de Kalman con "Puntos Sigma" (SPKF).
En el EKF, el primer momento es calculado usando el Principio llamado de
Equivalencia Cierta (que introduciremos oportunamente), en tanto que los momentos de
segundo orden se obtienen propagando la matriz de covariancias entre dos instantes

consecutivos ¢, —t,,, con base en una linealizacion de las ecuaciones de difusion del

proceso estocastico. En cambio, el SPKF calcula empiricamente ambos momentos a
partir de las imagenes en ¢, producidas por el flujo de la ecuacion de estado (10.8) de

un conjunto de puntos elegidos sobre el dominio de todas las variables probabilizadas
en el instante 7, . Estos puntos junto con ciertos parametros de ponderacion son

llamados o-puntos y de alli el nombre del método.

Cualquiera sea la aproximacion al filtro ideal usada, importa destacar una propiedad de
las innovaciones y es que, cuando el filtro esta bien "sintonizado", en otros términos,
cuando el modelo estocastico del proceso haya sido adecuadamente caracterizado, se
espera que la secuencia de las innovaciones sea centrada y descorrelacionada
(autocorrelacion impulsiva). Si bien esta afirmacién tiene un riguroso sustento
matematico, el lector advertira que, de no ser asi, habria cierta capacidad remanente de
prediccion de la medicion exoceptiva que no esta siendo aprovechada, lo que sugiere
una pobre caracterizacion del proceso a estimar. De lo anterior surge un método practico
de validacion del filtro que consiste en medir la funcion de autocorrelacion de las
innovaciones.
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En los parrafos siguientes se introducen los procedimientos EKF y SPKF.

10.4 El filtro de Kalman extendido (EKF)

Consideremos el modelo del estado aumentado (10.8) a partir del Gltimo instante de
adquisicion de datos exoceptivos ¢, . Denotamos:

n xRl 0.8 [ 0.00) |,
X(tsu[t/cat]’é[tk’t]’X(tk)) _|: p(f;g,,[l‘k,l‘],l)(tk)) :|’

(10.29)
260 =| M) |- v tip)

al proceso estocastico vectorial continuo (flujo markoviano) solucion de dicho modelo,
cuando, p[t,,t] y &[t,,¢] son, respectivamente, los segmentos de las medidas adquiridas
y de la realizacion del ruido & con f€([¢,¢,,] y la condicién inicial en ¢, un vector
aleatorio caracterizado como en las (10.9).

La esencia del EKF (Jazwinski, 1970) consiste en proponer como estimador a priori
para t €[t,,t,,,) ala solucién determinista del modelo (10.8) cuando todas las variables

aleatorias son sustituidas por su estimados. En particular: &(r) >0 y x(#,) > ¥, - Esta
hipotesis central del método es denominada principio de equivalencia cierta (PEC) (ver
también Astrom/Wittenmark, (1995) o Van Der Water/Willems, 1981 sobre una
discusion acerca del uso de este principio).

n

En consecuencia, introducimos la "version determinista" (6 PEC) de las ecuaciones

(10.7) y (10.8)".
_ |:§:| _ |:fkin (igf)k;ﬁ'[tk’t])i| = FOLAL.A): 7(t) = |:§(tk )} s (10.30)
P 0 p()

cuya condicion inicial en el instante #, se corresponde con la mejor estimacion
disponible del estado en ese instante.

10.4.1 Fase de prediccion: Propagacion del estimador a priori
Importa destacar que las soluciones del "modelo determinista" (10.30) son precisamente
las que calcula el algoritmo numérico de navegacion strapdown entre t, yt, . en

cualquiera de las versiones vistas en el Capitulo 7, cuya forma y complejidad
especificas dependen de la terna de navegacion elegida. Denotamos la solucion de la
(10.30) para todo instante ¢ > ¢, como:

OBV (TN A F(f;ﬁ[%;t],ik)} (10.31)

En el vector p se incluyen todos los parametros
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El EKF supone al estimador a priori o predictor del estado en ¢,,, igual a la solucion
(10.31) en ese instante, asi:

i/;—l - i(tk-kl;ii[lk’tk-%—l)ﬂik) (1032)

En cuanto a la prediccion de la medicion exoceptiva ¥,,,, ésta resulta de sustituir ¥, .,

en la segunda ecuacion (10.8) suponiendo n,,, =0.

Vo =h (Xm0 3 (10.33)

A continuacion definimos las desviaciones (fluctuaciones respecto de la componente
determinista) dy(z) entre la solucion del modelo estocastico de la Ec. (10.8) y la
solucion (10.31) del modelo determinista (10.30).

8x(1) 2 () A1) t €11, (10.34)

Notar que de acuerdo con las (10.29) y (10.30), E{8y(t,)} =0y E{&y(¢,)dx(z,) }=P,.
Suponiendo las funciones F(-,-) y h, () suficientemente diferenciables, a partir de

las Ecs. (10.8), (10.30) y (10.33) los modelos de las desviaciones (10.34) y de la
innovacion 3y, =y,,, —¥,,, resultan:

8%, = F (D). A1) — F (1), B(0)) + BR(1))&
= F, (1), i(1))8y, + B(X(1))& + TOS |8y )
S (t) 2 0 — 1 = 3,
8Y it = My (i) = Mt (L) + M = By, (L)t + My + TOS(S%[ )

(10.35)

Donde, F, y h,,,, son los jacobianos respecto de y evaluados en los argumentos
conocidos %(¢); p(¢). Con el fin de simplificar la notacion, usaremos:
A min o f.Xpsm) f,(XDpsn)
A(t)=7§(x(t),u(t))={ 0" ! Ok

B, (X) 0}

10.36
0 1 ( )

B(1) = B(1(1) = {
Hk+1 é hk+1,x(ik+l)

La hipétesis de diferenciabilidad de las funciones anteriores permite asegurar que, para
desvios iniciales &y, y potencia de las perturbaciones & suficientemente pequefios, los

términos de orden superior T OS(||6x||2) de las Ecs. (10.35) sean despreciables y, en tal

caso, que las desviaciones (10.34) puedan aproximarse mediante las soluciones de las
siguientes ecuaciones estocasticas lineales variantes en el tiempo para ¢ €[#,.7,,,].
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RS ¢ ox,
&3 = {Sp} =AY +B(OS(1);  Sx(t) =81, = LSp } ~v.a.{0,P},

E() ~ N(0,5(1)Q(2)) (10.37)
8y, =H (., )+ s My ~ NOR,,)
Las Ecs. (10.37) son las ecuaciones de sensibilidad del estado frente a perturbaciones
estocasticas, errores de medida, errores paramétricos y errores en las condiciones

iniciales. Estas ecuaciones fueron establecidas en el Capitulo 6 para las distintas ternas
de navegacion (ver Ecs. (6.17)/(6.18), (6.22)/(6.23) y (6.63)).

Denotamos la covariancia de las desviaciones dy(¢) para ¢ > ¢, , como:

P, (1) 2 E {8y()dx(1) } (10.38)

Vistas las Ecs. (10.37) y lo expuesto en el Apéndice C (ver Ec. (C.10)) la covariancia
P, (¢), para 121, , es la solucion de la ecuacion diferencial matricial lineal:

P, ()= AP, () + P, (DA +B(HQ(NB(O)'; P, (1) =P, (10.39)

El EKF adopta la solucion de la Ec. (10.39) en el instante #; como la covariancia a
priori (momento de 2° orden) del proceso en el instante de la nueva medida. Es decir:

P (k+1)~Pg, (1., (10.40)
A partir de la 2% Ec. (10.37) evaluamos:

Py(tkﬂ) é E {Sylnlsykﬂr} = E {(Hk+16X/c+1 + nkﬂ)(H/cHSXkH + nk+1)T}
=H, E{8x,.5x. |H +R, +H_ R (1, )+R] (1, )H]

k+1 k+1 k+1 k+1 k+1 Al k+1

(10.41)

o . s, _ T
Como se demuestra en el proximo capitulo la correlacion: R, (t,,)=E {SXk iMes }

puede ser distinta de cero en algunas aplicaciones. En el Apéndice C se evaliia este
término para una situacion usual en la practica. El EKF usa como covariancia de la
innovacion la que se obtiene sustituyendo la (10.40) en la (10.41); es decir:

Py(k +1) ~ Hk+1PSX (t/m)HZﬂ +R,, + Hk+1Rxn (tk

D+R (6 OHL, (10.42)

Una vez evaluados los estimados de %,,,, P, (k+1), ¥,,, y P ,(k+1), el procedimiento

continua con la fase de actualizacion.

10.4.2 Fase de actualizacién: Regresor lineal 6ptimo
La fase de actualizacion consiste esencialmente en la aplicacion de la formula del
regresor lineal (10.21), para lo cual, es necesario evaluar la ganancia K, . Para esto,

teniendo en cuenta la expresion para oy, ,, en la Ec. (10.37), evaluamos:
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P (k+1)~E{d,,dy,,} =P, H], +R (i) (10.43)

k+1
a partir de las Ecs. (10.27), (10.42) y (10.43), se evalua la ganancia mediante:

Kk+l - (PSX(ZLMI)H/Z;H + Rm (tkﬂ))(HkﬂPﬁx(tkH)H/irl + Rk+l + HkHRm(tkH) + R;] (tkﬂ)H:H B (10 44)
- Pél(tkH)HT (Hk+1Péx(tk+l)HT + Rk+l)7l

k+1 k+1

La segunda expresion podra usarse en el caso en que R (¢,,,) =0, condicion que, por
razones de simplicidad, supondremos valida en el resto del este Capitulo. Para facilitar
la notacion, en lo que sigue se usara: P, =P; (4,,) para el aproximante de la

covariancia a priori y P, para el aproximante de la covariancia a posteriori
determinada sustituyendo los estimados correspondientes en la Ec. (10.28):

PX (k + 1) - Pk+1 = Pk_+1 - Kk+1Pk_+1H/Z+1

(10.45)
~ P, — P H (H P HE R, ) TH P,
Donde, la segunda expresion surge de sustituir (10.44) en la primera.
Usando la identidad matricial:
(A+BCD)"'=A"-A"'B(C"' + DA'B)DA ', (10.46)
es posible mostrar que la Ec. (10.45) admite la forma alternativa:
P =(P.) +H, R H, (10.47)

La inversa de la matriz de covariancia es usualmente denominada matriz de
informacion. Dado que la matriz H,  R;! H]  en la Ec. (10.47) nunca es negativa, esta

ecuacion refleja una consecuencia natural de la actualizacion y es que a posteriori de la
nueva medicion, la covariancia del estimador del estado siempre se reduce a menos que

R,,, = o, en cuyo caso, como se advierte de la (10.44), K,,, = 0 y la innovacion es
desechada por el filtro.

10.4.3 Implementacion numérica del EKF

Para determinar la ganancia de Kalman (10.44) en el instante de la nueva medicion
exoceptiva, es necesario calcular previamente la covariancia a priori P, solucion de la

ecuacion diferencial matricial lineal (10.39) en el instante #,. Siguiendo por ejemplo a
Zadeh/Desoer, (1963) puede demostrarse por simple sustitucion que esa ecuacion tiene
por solucion:

P, (1) =D(1,1,)PD(1,1,) + j O (¢, 7)B(1)Q(1)B(1) ®(1,7)" dt (10.48)
D(1,1) = A()D(1,1); P(t,1)=1; t21yt,Te(t,t,] (10.49)
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Donde ®(z,t) es la matriz de transicion de estado entre los instantes ty ¢>1 del
sistema lineal variante en el tiempo (10.37). Para el calculo de P (¢) subdividimos el
intervalo entre dos medidas [tk,t,m] en My sub-intervalos de longitud 75 igual a la del

ciclo exterior del algoritmo (INS) empleado (por ejemplo alguno de los estudiados en el
Capitulo 7) para integrar las ecuaciones deterministas (10.30). Denotamos:

bin=t+nl; n=0,..M,
L=MT =t,,-t

(10.50)

Notese que el intervalo entre medidas 7; no se supone constante. Esto permite
considerar datos provenientes de instrumentos diversos con tasas diferentes y no
uniformes en el tiempo.

Vehiculo x® > Senso?es
exoceptivos.
Q)
Sensores ~
Inerciales y ()
Hardware #1@ e e e e e e e M
+
Software Modelo de ) INS Modelo sensores
calibracion. ;(:am(ﬁ’f)g) +B,(®) AexoceptAiV(A)s
i =M@p,) — y=l;k(xﬁpp)
E; 5,1, —
P.(0)] Pl : b, (1) i
S Filtro fusion de datos ‘ Pk,n

Figura 10.2: Esquema de la navegacion integrada.

A partir de la solucion general (10.48) es posible demostrar que en el sub-intervalo de
Ty [tk,n - ] la matriz de covariancia a priori progresa como:

PSX (zk,n+1) = Pk_,n-H = q)k,)1+1Plc_,n(I)£,n+l + Qk,n+1; Pk_,O = Pk (105 1)

Donde: @, £®(t,

para =ty ,+1, T=t;, junto con ®(¢, ,.¢, ) =1, en tanto que:

t,.,) €s la solucion de la ecuacion diferencial matricial (10.49)

n+l°

Qi 2 [ Ot DBEQODBRY (1,1, 7) dt (10.52)

Introduciendo la aproximacion:

A()~A(1,,)2A,, =const. te [z‘kqn,tk’m] (10.53)
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escribimos para te[ 1, .4 ., |:

O(t, .1, 0) = exp(A, (tk,n+1 1) ~1+ A, (,

D, =P0,..t,,)zexp(A, T)=1+A,,
B(T) ~ B(tk,n) = Bk,n

el )+ TOS(tkM - 1:)2
T, +TOS(TS)2 (10.54)

Substituyendo las (10.54) en la (10.52) se tiene que Q, ., puede expresarse como:

Qk,n+1 = Bk,an,nB/{,nT'r + TOS(RZ) (1055)

La Fig. 10.2 muestra el esquema general de un sistema de navegacion integrada en la
cual se distinguen los elementos de software de los de hardware. Con referencia a esta
figura, a continuaciéon resumimos el procedimiento de calculo entre dos instantes
consecutivos #; y t+1de adquisicion de medidas exoceptivas.

10.4.4 Calculo recursivo del algoritmo de navegacion con el EKF

1. Inicializacion
En cualquier instante de adquisicion de una medida exoceptiva el algoritmo se re-

inicializa con la mejor estimacion disponible del vector de estado aumentado junto con
su matriz de covariancia.

. B.(1)

ik:[Ak:|§f)k = p.()|; P, :E{(Xk_ik)(Xk_ik)T} (10.56)
' P, ()

Al inicio de la navegacion (k=0) se usa el conocimiento disponible a priori del estado,

posiblemente provisto por instrumentos exoceptivos tales como GPS, magnetometros,

inclinémetros, etc., junto con una estimacion de la banda de incertidumbre de los
instrumentos

2. Propagacion de la estimacion a priori del estado cinematico

En los instantes intermedios #, n=1,...,M;, dentro de un intervalo [t,tx+) entre dos
medidas externas, se calcula el estimador del estado aumentado, soluciéon de la Ec.
(10.30), expresado mediante la (10.31) como

B ES (A TIRANN'® (10.57)

Para esto se usan los algoritmos descritos en el Capitulo 7. Esta operacion esta
representada por el bloque INS en la Fig. 10.2 cuya entrada es el vector de medidas
inerciales corregido con el modelo de calibracion determinista:

(1) = MR@:P, (1)) t €[t t ] (10.58)

3. Propagacion de la matriz de covariancia a priori
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En cada instante #, del ciclo de integracion de las ecuaciones cinematicas se calculan:

a) Eljacobiano A, =F (%(¢,),n(z ) (Ec. (10.36));

b) Lamatriz B, , =B(X(z,,)) (Ec. (10.36));

wa=exp(A,,T) (Ee. (10.54));

d) La covariancia del ruido discretizado Q, ., =B, ,Q,,B,,'T. (Ec. (10.55))

N

¢) Lamatriz de transicion @,

Con los valores anteriores, mediante la recursion (10.51) se determina la covariancia de
los estimados P, al final de cada paso. Al final del ciclo se tendra: P, =P, .

Las salidas del sistema de navegacion, indicadas en la Fig. 10.2 son el estimador del
estado X, , =X(#,,) y su correspondiente matriz de covariancia tedrica P_, ; ambos son

provistos en los instantes #; (entre dos instantes consecutivos de adquisicion de medidas
exoceptivas t, yt,,,) a la tasa de integracion 1/7; de las ecuaciones cinematica (10.30) y
de la covariancia (10.51).

4. Calculo de la innovacion
Para n =M, enelinstante ¢, =¢,+7, =1¢,,:

a) Se adquiere la nueva medida exoceptiva y, _, .

b) Se sustituye el predictor (10.57) calculado en el paso 2. en el modelo del sensor
exoceptivo activo en ese instante para obtener y,,, mediante la Ec. (10.33).

¢) Se calcula la innovacion: 8y,,, =y, — V.-

5. Calculo del jacobiano del modelo del sensor exoceptivo
Usando la prediccion y(z,.,,) = %(t,.;1l?,.¢,.,1,%,) calculada en el paso 2. para n=M, y
p,(#,) se evalta el jacobiano H,,, dado por la 3* Ec. (10.36).

6. Calculo de la ganancia del EKF
Se determina introduciendo en la (10.44) los valores de P, =Ps (1.)) vy Hy

calculados previamente, ademds de R, que caracteriza al ruido de medida.

7. Calculo de la correccion del estado a posteriori de la medida

Mediante la formula del regresor lineal (10.21) se corrige la prediccion para obtener la
nueva estimacioén a posteriori del estado aumentado: ¥,,,. Este valor, junto con la

covariancia a posteriori determinada en el siguiente paso, devienen las condiciones
iniciales del nuevo ciclo que se reinicia en el paso I. Notar que en este paso se
actualizan a la vez el estado cinematico, el vector de los pardmetros instrumentales y el
modelo de gravedad (ver lineas punteadas en la Fig. 10.2).

8. Actualizacion de la matriz de covariancia a posteriori

Finalmente, el ciclo se completa con la determinacion de P, sustituyendo K, ,, P,

y H,,, enla Ec. (10.45). P, es llamada la covariancia tedrica a posteriori en #+; de

los estimados: X,.,,P,(t;,) > . () ¥ P, (4.)-
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10.5 El filtro SPKF

La version EKF del filtrado no-lineal aproxima los momentos de 1° y 2° orden
aplicando el principio de equivalencia cierta (PEC). Esto equivale de hecho a usar una
aproximacion lineal para la transicion de estado entre dos instantes sucesivos (10.29)
(linealizacion del flujo Markoviano del modelo (10.8)). Sin embargo, cuando las no-
linealidades del proceso markoviano son importantes, esta aproximacion puede
introducir sesgos en la estimacion de los dos primeros momentos lo suficientemente
importantes como para deteriorar la perfomance del filtro o incluso provocar su
divergencia. Lamentablemente, en un vehiculo genérico es dificil asegurar condiciones
homogéneas de validez de la linealizacion local en todo tramo de toda posible
trayectoria. Pero aln si esto fuese posible, las perturbaciones estocasticas y la
acumulacion de errores numéricos pueden provocar desviaciones en las variables de
estado que superen los umbrales de validez de la linealizacion.

El esquema de filtrado no-lineal llamado Sigma-Point-Kalman-Filter (también conocido
como Unscented Kalman-Filter) usa, en cambio, la llamada transformacion unscented
(TU), propuesta por Julier/Uhlmann/Durrant-Whyte (1995 y 1996) para estimar los
momentos de 1° y 2° orden del estado de un proceso Markoviano. La TU transforma o
propaga, en el sentido que veremos, los primeros momentos del estado en un dado
instante en los correspondientes en un estado futuro de tal modo que se reducen en
teoria errores de segundo orden en la estimacion de los momentos, superando
sensiblemente, en este sentido, a la aproximacion lineal empleada por el EKF.

Para comprender mejor su uso, antes de utilizar el concepto en filtrado, introducimos su
significado en el contexto general de la transformaciones entre espacios de variables

aleatorias.

10.5.1 Transformacion unscented (TU)

Sea T:X—Y una aplicacion no necesariamente inyectiva entre espacios de dimension
finita X cR" e YcR". Sean x(®) un vector aleatorio definido sobre X e
y(x(®))=T(x(®)) el vector aleatorio imagen de x bajo la aplicacion T.

Supuestos conocidos los 1° y 2° momentos de la distribucion de x, respectivamente,
X=E{x} y P_=cov(x), siempre es posible elegir al menos 2M+1 elementos

c,€X,i=0,.,2M ypesos w, tales que:
- 2M . _ 2M r
x=Ywo,; P =>w(c,-o,)o,~0,) (10.59)
0 0

Todo conjunto de parejas {c, € X,w, R} que satisfaga (10.59) es llamado “conjunto de
o-puntos”. En particular, es posible mostrar que (10.59) es satisfecha si, junto con los
pesos w,=1/2M, i=0,...,2M , se elije el siguiente conjunto de elementos del espacio
muestreal de X ubicados simétricamente respecto del valor medio X.
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G, =X,
o, =%X+( MP) ci=1,M (10.60)
o, =x-( MP) Ci=M+1,2M

donde (W ) es la i-ésima columna de la raiz cuadrada de MP_ = (M )( MP_ )T .

En este sentido, los o-puntos constituyen una representacion de los dos primeros
momentos de la distribucion del vector x.

Se llama transformacion unscented (TU) al procedimiento que consiste en usar las
imagenes y,=1(c,); i=0,...,2M junto con los pesos w, para determinar los promedios
ponderados:

Mz

A 2M A 2 ~ A
y=2wy; Po=2w(r -y, -y (10.61)

=)

El resultado de interés tanto tedrico como practico (Julier/Uhlmann/Durrant-Whyte
(1995) y (1996)) es que dado cualquier conjunto finito de c-puntos que "codifique" los
dos primeros momentos en el sentido (10.59), los dos primeros momentos calculados
con (10.61) constituyen aproximaciones de segundo orden de los dos primeros
momentos de la variable aleatoria imagen y(x(®)).

Dicho de otro modo, las estimaciones (10.61) agregan correcciones de segundo orden a
los sesgos que normalmente introduce la aproximacion obtenida mediante la
transformacion lineal de momentos (usada en el EKF):

§=T(X); P, =J(XPIX) (10.62)

Donde J(X) es el jacobiano de la aplicacion 7:X—Y evaluado en el valor medio. Como

se advertira, la transformacion de momentos (10.62) es el resultado de la aplicacion del
PEC a la transformacion T.

La ventaja suplementaria de usar la TU es que no se necesita exigirle a T que sea
localmente diferenciable. Es mas, la TU no requiere de un modelo analitico de la
aplicacion, por lo cual, puede ser de naturaleza discreta, por ejemplo, el resultado de
algin experimento o determinada un algoritmo numérico.

10.5.2 Aplicacién de la TU al flujo Markoviano de una ecuacién de difusion
El flujo markoviano (10.29), solucion de la ecuacion de difusion (10.8), puede ser visto
como una aplicacion desde el espacio conjunto (cruz) de las condiciones iniciales en # y

de las realizaciones del ruido &[z,,¢,,,], sobre el espacio de los estados en ¢ _,, es decir

%(¢..,) para el caso. Sin embargo, la complicacion para generar una TU sobre esta

aplicacion es evidente puesto que el espacio muestreal de las realizaciones de un ruido
continuo en cualquier intervalo finito de tiempo tiene dimension infinita. En la practica
es necesario entonces comprimir la dimensionalidad de la realizacion del ruido. Esto se

249



Martin Espafia Comision Nacional de Actividades Espaciales

logra evaluando el efecto integral de cada realizacion, a lo largo de un dado intervalo de
tiempo, sobre los dos primeros momentos del estado al final de dicho intervalo.

Para ver esto conviene definir "la fluctuacion" del proceso (10.8)/(10.29) respecto de la
solucion determinista (10.30)/(10.31) como:

w(t,t,) = 1Rl .8l ) — LG Rl 1,5 £ 21 (10.63)

en la cual la condicién inicial y(f, )=y, es supuesta cierta y comlin para ambos
términos. Claramente, el proceso w(z,z,) es una desviacion que satisface la misma

ecuacion (10.35) salvo por el vector de condiciones iniciales que en este caso es el
vector cierto nulo, es decir, w(z,,¢,) = 0. Asimismo, cuando la norma de la perturbacion

||§ || sea lo suficientemente pequefia el proceso podrda modelarse con las mismas
ecuaciones de sensibilidad (10.37) que aqui reproducimos para el caso:

w(t,t,)=A()wW+B()E; w(t,,t,)=0

(10.64)
&~ N(0,8(1)Q(?))
La anterior tiene por solucion (ver Ecs. (C.8) del Apéndice C):
w(t,t )= |®(t,1)B(1)E(1)dT
¢ J : (10.65)

(i)(tatk) =AD(1,1,); P(,,t,)=1

Dada una sucesion de instantes discretos {¢, } , adoptaremos por simplicidad la notacion:
w, =w(t,,,t,). Siendo & centrado e independiente, de la Ec. (10.65), resulta
claramente que la secuencia {w,} es independiente y descorrelacionada, es decir:
E{(w,)(w,)"}=0 para k=1. Por lo demas, de la Ec. (10.64) junto con la Ec. (C.10) del

Apéndice C, se tiene que Q , 2E¢ (w,)(w,)"} es la solucion en #4 de:

Q,(=ANQ, 1N +Q, (AN +B1QMB(®)"; Q,(4)=0  (10.66)

Donde la condicion inicial Q, (#,)=0 se debe al supuesto en (10.64) de que

w(t,,t,)=0 es conocido.
Teniendo en cuenta que la Ec. (10.66) tiene la misma forma que la Ec. (10.39), la

solucion de la primera tiene la misma expresion que la (10.48) salvo por la condicion

inicial nula. De este modo, para ¢ =¢,,, escribimos:

Qi 2 [ 0., BB 0,7 de (10.67)
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Cuando el intervalo entre dos medidas exoceptivas consecutivas 7, =¢,,, —¢, sea lo

suficientemente pequefio como para validar las aproximaciones utilizadas en el
desarrollo que lleva de la Ec. (10.52) a la (10.55), la (10.67) admite, del mismo modo, la
siguiente aproximacion, a menos de términos de 2° orden en 7} :

Q... =B(,)Q(,)B(t,)"T; (10.68)

Retomando la definicion (10.63), escribimos el estado del proceso en ¢, , dado el estado

k+1

en ¢,: x(t,)=y, y larealizacion del ruido &[z,,¢,,,]:

At LEL L 1) = Xt g, 4 L) + Wy (10.69)

De este modo, la transicion de estado entre dos instantes consecutivos de adquisicion de
datos se descompone en dos partes:

1) La transicion determinista (10.31) desde la condicion inicial y, calculable

mediante un algoritmo de integracion numérica de las ecuaciones
cinematicas (10.30)
2) La perturbacion integral que produce el ruido continuo & a lo largo del

intervalo [¢,,f,,,] ahora concentrada en el vector aleatorio w, cuyos dos

primeros momentos son: E{w,}=0y E{w,w,}=Q,,.

La TU para el flujo Markoviano (10.8)/(10.29) se establece en base a la funcion de
transicion de estado discreta y estocastica (10.69) y la expresion del modelo de la media
exoceptiva escritas a continuacion:

Xt T 0) = X3 Ml Gy 1A ) + W w, ~(0,Q,,)

(10.70)
yk+l = hk+1 (X(tkﬂ /XA )) + "lk ; le - (O,Rk)

10.5.3 Algoritmo SPKF aplicado a la navegacion integrada

El  algoritmo considera el vector aleatorio ampliado: z, eR" con

M =2dim(y)+dim(y,) y tal que:

Al X | X B B 00
z,=\w, |;Z=E{z}=|0 ;P =E{(z,-Z)z,-Z)}= 0 Q , 0 | (10.71)
n, 0 0 0

n.k

Donde %, y P, , respectivamente, la estimacion a posteriori del estado aumentado y su

k2
covariancia estan calculadas en el instante #. De las anteriores, se determinan los 2M+1
c-puntos y sus pesos relativos: (z,,P_,) > (o), w!); i=0,...,2M con el procedimiento

(10.60).
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10.5.4 Calculo recursivo del algoritmo de navegacion con el SPKF
El pseudo cédigo del algoritmo podria adoptar finalmente la siguiente forma:

Inicializacién:
Se parte de los dos primeros momentos del estado aumentado en el instante inicial:

Lo =LE,)5: = .
w0 0 Ppp (tO)
Desde k=0 hasta fin de navegacion
1. Determinar 2M+1 o-puntos mediante las (10.60)
(z,P_,)—> (o ,w)i=0,.,2M (10.73)

2. Propagacion temporal de los 2M+1 o—puntos mediante la primera de las
(10.70) a txr1=t;+Tx usando el método de integracion numérica de las
ecuaciones de navegacion (algoritmo INS). El resultado son los 2M+1
puntos imagen:

T = 120) = A /XD + Wy 1=0,.2M (10.74)

3. Calculo de los momentos a priori de 1° y 2° orden de los estimados del
estado aumentado:

oW
Kk = Zwi Yt
i=0
wo | ] (10.75)
P, (t.)=P, = ZW,' et = o) kr = Asr)

i=0

4. Calculo de los momentos a priori de 1° y 2° orden de los estimados de las
mediciones:

Vio=h_ (6.)+m;i=0,.2M

oM
Vi = way;m (10.76)

i=0

2M
P(k+1)=> W (=TT = Vi)

i=0

y de la covariancia cruzada:

2M
P (k+1)=> Wt —H) P = )" (10.77)

i=0
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5. Adquisicién de la medicion y actualizacion del estimador y de su covariancia
a posteriori previo calculo de la ganancia de Kalman.

K,, =P, (k+ )P (k+1)

ikﬁ-l = 224-1 + Kk+1(yk+1 _yk+1) (1078)
P (k+1)=P (k+1)—P, (k+ (P, (k+1)"P, (k+1)
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Capitulo 11
Ejemplos de Aplicacion
de Navegacion Integrada

Dedicamos este capitulo a demostrar el uso de los conceptos expuestos en los capitulos
precedentes con algunos ejemplos elegidos. Por una cuestion de espacio, solo nos
referimos el uso del EKF como filtro de fusion de datos. Se deja como ejercicio al lector
adaptar la formulacion aqui expuesta al uso del SPKF.

Definido el tipo de vehiculo y especificados la terna de referencia y el modelo de
gravedad, quedan fijadas las ecuaciones cinematicas o de navegacion (Capitulo 5). En
cuanto al modelo de la UMI, una version suficientemente general es la propuesta en los
Capitulos 2 y 10 (Ecs. (2.13) 6 (10.3)).

Por lo dicho anteriormente, algunos moédulos del codigo de cualquier sistema de
navegacion que incluya una UMI quedaran fijados independientemente de la
instrumentacion exoceptiva que reclame la aplicacion especifica. Nos referimos a
aquellos que forman parte de la fase de prediccion o determinacidon del estimador a
priori del filtro de fusion de datos, a saber: a) La integracion numérica de las ecuaciones
cinematicas usada para el calculo de la transicion de estado (métodos expuestos en el
Capitulo 7 y Ec. (10.31)); b) El calculo de las matrices del modelo lineal de las
desviaciones del estado cinematico y c) el calculo de la propagacion en el tiempo de los
momentos a priori de 1°y de 2° orden.

Los modulos antes mencionados podran (y deberan) ser validados y verificados antes de
incorporar los mddulos correspondientes a la fase de actualizacion de la estimacion a
posteriori. Esta fase se disefia en base a la configuracion de sensores exoceptivos propia
de la aplicacion. Lo que cambia de una configuracion a otra es, esencialmente, el
modelo (10.2) de las medidas y, adquiridas en los instantes # (ver Fig. 10.1), esto

incluye el modelo probabilistico de los errores de medida y el vector de parametros de
calibracion p, que formard parte del vector de estado aumentado. Restando de la

medida real la calculada con el modelo h,  (%(z..;n[%.%.,)-%) (Ec. (10.33)), se

obtiene la innovacion. Con ésta y la ganancia de Kalman se calcula la correccion a
aplicar a la estimacion a-priori del estado aumentado, obteniéndose como resultado la
estimacion a posteriori del mismo. Tanto para el calculo de la ganancia de Kalman
como para el de la covariancia a-posteriori (Ec. (10.45)) es necesario linealizar el

modelo (10.33) lo que conduce a calcular la matriz jacobiana H,,, =h,,, (%..,) (Ec.
(10.36)).

Gran parte de este capitulo esta dedicada a ilustrar un procedimiento, mas a menos
sistematico, para implementar las funciones mencionadas en el parrafo anterior en
distintos casos de aplicaciones practicas. Dicho procedimiento requiere establecer: a) el
modelo de las desviaciones de las medidas inerciales, b) el modelo de las medidas
exoceptivas y sus innovaciones y c¢) el modelo de las desviaciones del estado
aumentado.
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Con el objeto de demostrar distintos aspectos del disefio y de la evaluacion de un
sistema de navegacion real, el Parrafo 11.8 presenta un desarrollo completo aplicado al
SAR aerotransportado de la CONAE. Los datos experimentales adquiridos en una serie
de vuelos de prueba son analizados con herramientas numéricas usuales para evaluar la
performance de varias configuraciones instrumentales. De los resultados se extraen
conclusiones sobre las relaciones de compromiso que surgen en la practica entre la
complejidad del SW y la calidad de la instrumentacion.

En su forma general el modelo de las desviaciones de la UMI esta dado por las Ecs
(6.15) que aqui reproducimos para referencia:

oo,
O g 56,
su2| P l=L(p)de+db+| . " |=B ()| _ "’
n [be} L(p)de + J{éj » (1) 5b. +8,
3b, (11.1)
H_J

p;

El vector dp, agrupa las desviaciones de los pardmetros de calibracion de la UMI. En

ciertas aplicaciones especificas, el disefiador podra adoptar una version simplificada de
esta formulacion.

En base a la definicion del estado aumentado (Ec. (10.6)) y la ultima de las Ecs. (10.37),
la estructura general del modelo de las innovaciones resulta:

Ox

op,
k+1 ch

Spg

oy, =[ 1,401, 11, 11,]

Pl TP |

M, = H 8+ (11.2)

En los parrafos que siguen se exponen distintos ejemplos que ilustran el calculo de las
sub-matrices H , H,, H, y H, y cuando sea necesario la descripcion probabilistica

del ruido discreto n,. En el ultimo subcapitulo se presenta el desarrollo completo de
una aplicacion real y se analizan los resultados experimentales.

11.1 Filtro estabilizador del canal vertical

Al final del Capitulo 5 se demostro que el lazo de gravedad de la componente vertical
de las ecuaciones cinematicas es intrinsecamente inestable. Esto hace que la navegacion
3D puramente inercial sea muy sensible al ruido, a los errores instrumentales y los
errores iniciales. En la industria aeronautica, este efecto ha sido clasicamente paliado
incluyendo un sensor baro-altimétrico dentro de un lazo de estabilizacion del canal
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vertical cuyo disefio fura ilustrado en el Parrafo 5.4.1. Sin embargo, al no estar
planteado como un filtro de fusién de datos, ese disefio no contempla el compromiso
entre la potencia del ruido sobre la estimacion y la velocidad de seguimiento de las
variaciones en altura. En efecto, a mayor velocidad de respuesta, mayor ancho de banda
y mayor el ruido promedio en el estimador (y viceversa). En este parrafo retomamos
este disefo en el contexto de la navegacion integrada mediante un filtro de fusion de
datos.

Desviaciones de las medidas inerciales
La magnitud inercial que interesa para este ejemplo es la fuerza especifica en la
direccion vertical para la que se supone el siguiente modelo de medicion.

fr=fr4b 485 & ~(0,9,5(1)

: (11.3)
b,=&,; & =(0,g,3(1))

El tnico parametro del modelo es la componente vertical del sesgo acelerométrico (es
decir: p, =b,) cuya evolucion es modelada como un proceso browniano. Notar que
todo error proveniente de usar la aproximacion normal de la gravedad y”(®,%) en lugar
de un modelo mas preciso, se suma a b_ (ver Fig. 5.6), por lo cual, dicho error puede

considerarse incluido en este ultimo pardmetro. El modelo de las desviaciones de las
medidas inerciales (Ecs. (11.1)), en este caso, adopta la forma:

& =8b.+¢&,; &, ~(0,q,8(1)) (11.4)

Desviaciones del estado aumentado
Bajo las hipotesis simplificadoras usadas en el Parrafo 5.4, las Ecs. cinematicas (5.46)
del canal vertical resultan ser:

h=V, ; h(ty)=h,
. (11.5)
V.=V V) +7i( @)+ £ 5 V(t) =V

Donde V., V,,® y cI(V.,V,) se suponen determinados sin error por el modulo del

x> Vyo
canal horizontal. Siguiendo el procedimiento delineado en el Capitulo 10, denotamos
¥, (®,h) =0y (D, )/ Oh

5> agregamos el modelo browniano de la desviacion
paramétrica 8b, =¢, y, teniendo en cuenta que 3¢!(V,,V,)=0, establecemos las

ecuaciones para las desviaciones del estado aumentado &y =[8h &V, SbZ]T (Ec.
(10.37)).
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8h 0 10 0
31 =|8V. |=|v,(@,h) 0 1[dy+1|E, |=A(t)dy+BE L6
8h. 0 00 g, (11.6)

E,s - (0’ S(t)QE), Qg = dlag(os q/’qb)

Medida exoceptiva y modelo de las innovaciones
Suponiendo la medida del baro-altimetro insesgada y perturbada por un ruido centrado

y aditivo, es decir: A, = h,+1,, el modelo de las innovaciones resulta:

&y, 2 h, —h, =8h,+m,=[1 0 0]8y, +m, (11.7)
H_/

H

Estimacion a posteriori de las variables de navegacion y los parametros

Las Ecs. (11.6) y (11.7) completan el modelo a partir del cual el EKF propaga la matriz
de covariancia y calcula la ganancia de Kalman. Esta ultima, junto con la innovacion,
permiten calcular la correccion del estado aumentado y, consiguientemente, su
estimacion a posteriori.

Ah h
Ao =K (Vi —¥i) =| AV - Az = 5(%1 SaAY S (11.8)
Abz k+1 bAz

k+1

11.2 Integracion de una UMI con datos de radar

dy = (dE)2+(dN)2

Figura 11.1: Navegacion integrada radar/inercial

La Fig. 11.1 muestra un vehiculo cuyo punto de navegacion P (en este caso el centro
geométrico de la UMI) esta ubicado, en un instante dado, a la distancia vectorial d
respecto del centro de fase de una antena de radar fija a la Tierra ubicada en el punto de
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coordenadas ECEF conocidas P;. La terna de navegacion es la terna geografica local
{g} (LGV-ENU) en el punto de navegacion. El modelo cinematico estd dado por las
Ecs. (5.33) para n=g, con p® dado por las (5.34) y (5.35). Estas ecuaciones se

suponen integradas mediante un algoritmo de tipo strap-down como el descrito en el
Parrafo 7.1 del Capitulo 7. Por razones de simplicidad se supondra que el modelo de
gravedad es sin error.

Desviaciones de las medidas inerciales
En este ejemplo solo se supondran desconocidos los sesgos b, y b, del modelo de

calibracion de la UMI (Ec (10.3)). Asi, éste y el modelo de las desviaciones (11.1)
resultan:

o . bo) 6
p=p+b+&; pi=b=[bf}eR

dp=0b+¢&,

(11.9)

El ruido &, se supondrd blanco, lo cual, en la (10.4) corresponde a I'=0 y
&, =n,~N(0,30,).

Modelo del sensor exoceptivo

En la Fig. 11.1, la terna de la antena {a} estd centrada en P, y es paralela a la terna
geografica local LGV-ENU en ese punto. Las coordenadas cartesianas en terna {a} del
vector d se escriben como sigue en funcion de las coordenadas ECEF del vehiculo y de
la antena:

dE
d“=|d, |=C(P*—P°) = C*P* —P" (11.10)
dU

La MCD C¢ es conocida puesto que la posicion de la antena estd dada. La estacion de
radar determina las siguientes magnitudes respecto de la terna de la antena:

distancia : d=[Z(di 1'%
elevacion : p=tg™' (dU /dH); (11.11)
azimut : y=tg"" (dE /dy )

Las medidas de estos datos, se suponen perturbadas por un ruido discreto, independiente

vectorial Nk y trasmitidas al vehiculo en forma instantanea. El modelo de las medidas
exoceptivas tomadas a bordo en los instantes #; es:

“Se sugiere al lector extender este ejemplo al caso en que se desconozcan otros parametros de los modelos
de calibracion o de la gravedad.
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)| [d@)
¥, =| B |=| B) |+n: m, ~ NO,R,) (11.12)
\Tj(tk) ()

y no depende de ninguin pardmetro desconocido, es decir, en este ejemplo, p=p, =b.

Desviaciones del estado cinematico y del estado aumentado
Las desviaciones del estado cinematico estan dadas por la Ec. (6.68) del Ejemplo 6.1 en
el Capitulo 6:

¢é’ 895 SBH
om® oh

y satisfacen las Ecs. (6.83) con 6g* =0 (puesto que la gravedad se supone conocida)
que rescribimos a continuacion por conveniencia sustituyendo op de la Ec. (11.9):

o, ®, O ¢ 0
Sx*=|V, V, V_|&x*+| 0 Cf|op
o M 1 0 0 (11.14)
V T

= F*(X,b,; 1)3x* + B*(X)(3b + &)

Las matrices F*(-) y Bf(-) estan evaluadas en la solucion (10.31) del sistema
determinista (10.30). A la ecuacion anterior se le agrega la desviacion del modelo
paramétrico browniano &b =&, para obtener finalmente la ecuacion para el estado
aumentado (10.37):

. [ox] 3
oy = { sh } = A(0)oy + B(t)[g }

b (11.15)
8.(1)~N(0,8(1NQ,(1);  &§,(1)~N(0,8(1)Q,(1));
Donde las matrices A(?) y B(¢) son:
P EbR) [ BE® | o [BEE® O]
A(t)—{(—) ———————— wit—o————}eR ; B(t)—{0 TJER (11.16)

Modelo de la innovacion.
Procedemos a calcular la matriz jacobiana H,,, del modelo de las innovaciones (11.2)

que, de acuerdo con la particion del estado aumentado en las (11.13) y (11.15), se
descompone seglin:

260



Martin Espafia Comision Nacional de Actividades Espaciales

H, :[Hx : Hb]

k+1

=[H,|H,|H | H] eR™ (11.17)

A partir del modelo de las medidas (Ecs. (11.10) a (11.12)) y, teniendo en cuenta que
C! es conocida, el modelo de la innovacion resulta:

BN | sqe sy __OdBy

Y.~ Y. =0y, = +1n, =
W TN T aed | O T ad,ad0d, |,

CU5P° +, (11.18)

Usando é; y P¢ calculados por el sistema de navegacion, evaluamos 8P° mediante:
5P¢ = §(CLP¥) = 3C:P* + C:oP* (11.19)

p¢ puede ser aproximado como (ver Fig. 11.2 y Ec. (4.22) del Capitulo 4).

0
P~ (R +h)| —o(&?) (11.20)
1+0(%)
A
Eje
terrestre P ..
Elipsoide normal
U
N

§~o(e?)

O 7 R, +h, >

Figura 11.2: P, en coordenadas geograficas.

Con lo cual, despreciando las variaciones del radio de curvatura normal R, en la zona de
alcance del radar se tiene:

0 0
P =8h| —o(g*) |=| 0 (11.21)
1-o(”)| |oh

Substituyendo 8C; = é;S(—SBg ) y la anterior en la Ec. (11.19), obtenemos:
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) —(R, +h)30"
SP°=C;| 0 |-C;(80°xP*)=C;| (R, + h)36°
oh Sh
- (11.22)
. 0 —(R,+h) 0
=C,| (R, +h) 0 0|om=L,0m
0 0 1
De ésta ecuacion y la (11.18), resulta que la matriz H, adopta la forma:
H,=[0]0]|H, | O]k e R™ (11.23)
Con
BV _ (11.24)

" adiodiedl "

Nos resta determinar el jacobiano en la Ec. (11.24). A partir de las Ecs. (11.11) las filas
de éste ultimo resultan:

od _l A A A7 _
aadied _d[dE di dl]=[cos(B)sen(y) cos(B)cos(y) sen(P)]
o 1. _
od20d 5d] =7 [—sen(B)sen(y) —sen(B)cos(y) cos(B)] (11.25)
oy _
odiod o [cos(y) / (dcos(B)) —sen(y)/ (dcos(PB)) O]

Finalmente H_ en (11.24) resulta:

cos(B)sen(y) cos(B)cos(y) sen(PB)
H, =| —sen(B)sen(y)/d —sen(B)cos(y)/d cos(y)/d |C.L, (11.26)

—sen(y) / (dcos(B)) cos(y)/ (dcos(B)) 0

Estimacion a posteriori del estado aumentado
Una vez completado el calculo de H, (Ec. (11.17)), se calcula la ganancia de Kalman y

con ésta y la innovacion se determina la correccion del estado aumentado:

AXk-H = Kk+l(yk+l - yk+1) = [(¢8)T, (AVg)T;(AOH)T’Ah]ZH (1 127)
Con A®" =[A, A®,] se conforma A®‘ =[(A0")", AB, =1g(P)AD, ] . De la Ec.
(3.45) y las definiciones de 60 y ¢ en las Ecs. (6.28) y (6.39), se determinan las MCD

a posteriori mediante:

C*" = exp(S(AB*)C* = (1 +5(A6°))C* (11.28)
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C" =exp(S@NC; ~(1+8¢"))C; (11.29)

A continuacioén se calculan las correcciones en las coordenadas curvilineas geodésicas:
OD =-086,; 0L =060, /cos® (ver Ec. (6.30)) que permiten calcular la estimacion a
posteriori de la posicion en coordenadas curvilineas:

A=A+ AL
O =P +AD (11.30)
W' =h +Ah

La velocidad a posteriori se calcula mediante:

AVE = V& = V& L AVE (11.31)

Finalmente, también se actualiza la estimacion a posteriori de los sesgos de la UMI:

AREREd
"3-’ =|A® + AR (1132)
{bf K+l bf K+l Sbf K+l

11.3 Integracion INS-GPS débilmente acoplada en coordenadas GEO

Se considera el mismo ejemplo anterior pero, en lugar de un radar, se usa un receptor
GPS a bordo del vehiculo que provee posicion y velocidad (PV) simultaneas en
coordenadas ECEF. Esto equivale a disponer de dos sensores exoceptivos
independientes. Es usual denominar a este esquema débilmente acoplado por oposicion
a la version fuertemente acoplada (que veremos mas adelante) en la cual se usan los
observables primarios del receptor. En la actualidad un receptor GPS puede entregar
datos PV a una tasa de entre 10Hz a 20Hz toda vez que tenga en vista al menos 4
satélites de la constelacion. Ciertos receptores proveen ademas las matrices de
covariancias teoricas de sus propios estimados.

Tal como en el ejemplo anterior: a) se adoptan como modelo de la UMI y de sus
desviaciones las Ecs. (11.9), b) la navegacion se realiza en terna {g} (LGV-ENU), c) las
desviaciones del estado cinematico y sus ecuaciones diferenciales son las (11.13) y
(11.14) y d) dado que como veremos, las medidas exoceptivas no agregan parametros
desconocidos, las desviaciones del estado aumentado también obedecen a las Ecs.
(11.15) y (11.16). Ademas, el procesamiento de la innovacion para la obtencion de la
estimacion a posteriori se efectiia con las mismas Ecs. (11.27) a (11.32). Lo que cambia
son los modelos de las medidas exoceptivas y consiguientemente el de las innovaciones.

Medidas exoceptivas y modelo de las innovaciones

En este ejemplo se supondra que el centro de fase de la antena del receptor GPS
coincide con el centro geométrico de la UMI. Los modelos de las medidas exoceptivas
de posicion y velocidad en terna ECEF son:
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P(t,)=P(t,)+n,; N, ~N(O,R))

. e (11.33)
V (tk) = V (tk)+ngv’ ngv - N(O’Rv)

Los errores de las medidas GPS se suponen modelados, respectivamente, para la
posicién y velocidad, como n, ~N(O,R,,) y m, ~N(O,R,;). Se recordard del

Capitulo 9 que el desvio estandar tipico de la posicion GPS es de orden métrico en tanto
que el de la velocidad puede ser de algunos cm/seg.

Como los modelos (11.33) no tienen parametros desconocidos, también aqui el vector
de pardmetros del estado aumentado es p=p,=b. La matriz del modelo de las

innovaciones adopta la estructura:

HhwP| (B
HkZ[Hx:Hb]Z ;{‘V—i—]r]; = ;[7 eR™ (11.34)
.X| b

La desviacion de la posicion esta dada por la misma expresion (11.22) 8P° = Lp67t , con

lo cual, H/ =0,, y H’ :[Om :0 'Lp] e R*™ . En cuanto a la desviacion de

3x3 |
velocidad, ésta se obtiene perturbando la relacion V*=C'V", usando
0C;, =C;S(-060%) junto con la relacién 30° =T7,30" dada por la Ec. (6.67):

SV =8C: Ve + 8V = C:5(~50°)V* +C8V*

. . . . (11.35)
:CgS(Vg)SGg +Cg6Vg :CgS(Vg)TgHBGH +Cg8Vg
Con lo cual:
v v I 2Ne | Ae n | X
Hb :[03):3]; Hx :|:03><3 : g : gS(V )T;gH : 03><1j|€IR3 ’ (1136)
De las anteriores resulta finalmente:
H” 10
H, = __Xv_,'r_ixi e RO (11.37)
Hx i 03x3

Esto completa la formulaciéon matematica de este ejemplo.

11.4 Integracion INS-GPS débilmente acoplada en coordenadas ECEF

Consideramos el mismo Ejemplo 11.3 pero referido a la terna de navegacion ECEF en
lugar de la LGV. El modelo cinematico esta dado por las Ecs. (5.17). Para vehiculos no
orbitales sera posible usar alguna aproximacion para el modelo de gravedad tal como las
expresadas por las Ecs. (4.48), (4.51) 6 la (5.20) basada en el modelo (4.55). Las
ecuaciones cinematicas son integradas mediante un algoritmo de tipo strap-down como
el descrito en el Parrafo 7.2 del Capitulo 7. Para hacer mas realista la aplicacion, el
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centro de fase de la antena del receptor y el centro geométrico de la UMI se supondran
separados por el brazo de palanca / (ver Fig. 11.3) cuyas coordenadas en la terna {b}
pueden ser vistas como parametros del sensor exoceptivo y por lo tanto susceptibles de
ser estimadas.

Antena GPS
P/, V!

IMU
Pe,Ve

Figura 11.3: Brazo de palanca entre la antena GPS y la UMI

Dado que el receptor GPS calcula y entrega, normalmente, la posicion P y la velocidad
V en terna ECEF, el uso de esa terna simplifica el modelo de la innovacion respecto de
usar la terna GEO. Otra ventaja de adoptar la terna ECEF es que la integracion inercial
es mas rapida que en una terna LGV y ademds mucho mas precisa en vehiculos rapidos
(ver discusion al respecto en el Parrafo 7.3 del Capitulo 7).

Como en los dos ejemplos anteriores adoptamos el modelo de las medidas inerciales y
de sus desviaciones dados por las Ecs. (11.9).

Modelo de las medidas exoceptivas.
Sean P/, V'’ y P°,V° las posiciones y velocidades en terna ECEF, respectivamente, de

la antena del receptor y del centro de la UMI. Teniendo en cuenta que

b _
eb

surge:

o), = o), — o, =0, —C’Q,_, para un instante arbitrario, de la geometria de la Fig. 11.3

P =P +Cil
V=V +Cilt = Ve + CiS(wl)I (11.38)
= Ve +(C8(a),) - 8(Q,)C; )’

Con lo cual, el modelo de las medidas exoceptivas resulta en este caso funcion de la
medida giroscopica.

P =P+ Gyl
v (11.39)

Ve = Ve (Cis(an) -SQ,)C )1+,
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Modelo de las desviaciones del estado aumentado

Las ecuaciones cinematicas en terna ECEF del centro de coordenadas de la UMI estin
ahora dadas por las Ecs. (5.17), en tanto que las desviaciones del estado cinematico,
definidas por las Ecs. (6.21):

5x =] 8V |, (11.40)

satisfacen la ecuacion diferencial lineal (6.23) del Sub-capitulo 6.4 en la cual dp esta
dado por la Ec. (11.9)

8¢ = F'ox° + Bop = F£ox° + BLSb, + Bidb , + B,

clo
. D e o1 pe (11.41)
B;=| 0 IC; :[Bm le]
0 i 0
El vector de desviaciones del estado aumentado se define como:
Ox!
Sy =| ob |[e R"; (11.42)
ol

Cuando los parametros son modelados como procesos brownianos, &y obedece a las
ecuaciones estocasticas (ver Ecs. (10.37)):

5| |F 1B 1B, 10 B 1B:10100 =
e TR R A B A A S gf
b 0101010 01071010 g,
Sp=| . |=|mmromt—A— |y | == || &, [ €L =
sh,| | 0101010 R CIVICY A
Si 0101010 010101017 ™"
R R L—olo—dododZ ] g
Al B(1) = S
(1)
= A()8y+B()E(0) (11.43)

&, = N(0,3(1)Q, (1), a =0, f,b,,b,,I; &) ~ N(0,8(r)diag(Q, (1))

Modelo de las innovaciones
Con 8b" = [sz, SbH, las innovaciones en posicion y velocidad adoptan la forma:
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ox°¢

P f)e_Pg e
Syk — ﬁa) a) :Hk 6b + "p ;
8y, | [Vi-V. n,
] ol (11.44)
H? | H? L H? AP
H, =|2-r-tiio Lol RO
H! 'H.'H, | H,

Perturbando la primera de las (11.39) la innovacion en la posicion resulta como sigue
conm,=1,:

Byl =8P +8(¢")C;l" +C81" +m, ~ 3P —S(C;l")o° +1, (11.45)

La aproximacion se debe a que el desconocimiento 5/” suele ser de orden centimétrico
y por tanto quedar subsumido en los errores de orden métrico en la posicion GPS. De la
expresion anterior y de la particion del estado cinematico dada por la (11.40) resultan
los elementos de la primera fila de H, :

HY =[=S(C51") |05, | 1, | € R*s HY = HY =0, 45 HI =05, (11.46)
Por otra parte, perturbando la segunda de las Ecs. (11.39) se obtiene:

8y; =8V +(S(¢")CiS(w),) + C;8(80),) - SQ)S()E; )1 +
+(E8(0) -S(@Q)C;)S +, (11.47)
=8V =S(C; (o), xI")g* ~C;8(I")3w], +C;8(w;,)51" +,,

En este caso, se consideran despreciables los términos € x(I°x¢“)~0~Q, xd/°.

Sustituyendo do), = 3b_ +&_, el modelo de la innovacion de la velocidad resulta:
8y, = H8x‘ + H3b, + H8b  + H8I" +n,, + H.§, (11.48)
donde las submatrices de la segunda fila de H, se definen como:

H =[-SC; (@), xI") |1 [0, | e R
H)=-CiS(I")eR™; H} =0,, (11.49)
H! =C:S(@),) e R

La perturbacion sobre la innovacion de velocidad es ahora n, =n,, —C,S(/ ")E,, -

De las Ecs. (11.45) y (11.47) se extraen algunas observaciones de interés relativas a la
presencia del brazo de palanca:
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a) Tanto la innovacidon de posicion como la de velocidad aportan informacion
directa sobre las componentes del error de orientacion ¢° no paralelas a /.

b) La innovacion de velocidad aporta informacion (giroscopica) sobre las
componentes del error en la velocidad angular 8!, no paralelas a /. Esto puede

incidir en la mejora de la calibracion en vuelo de todos los instrumentos.
c) La, en general, buena precision de la medida de la velocidad (algunos cm/seg),

hace que el término C{S(w,)5/" permita ajustar las componentes del brazo de

palanca ortogonales a ], en vehiculos suficientemente giles.
d) El ruido giroscopico se refleja en la perturbacion de la innovacion de velocidad
mediante n, =n, +HE,, por lo cual ambos procesos no pueden ser

considerados independientes. Esto obliga a considerar la correlacion R, en la
Ec. (10.41).

Correlacion entre los ruidos de las medidas.

Llamamos
0 01010 0
L=|—-"r-r-1t--—|, (11.50)
HfoiOiOiO 0
para escribir:
n, || Mo { 0 }
n= = + .. |=n, +LE (I1.51)
_m} LJ HE,]

Teniendo en cuenta la Ec. (11.43) y la independencia entre § y 1, evaluamos

R, (v,0)= EE(r)(n, () + L&)}

(11.52)
= E{§(E(1)" L' = 8(t1—1t)diag(Q,)L’
Usando el resultado dado por la Ec (C.15) del Apéndice C, se obtiene:
0 : B:QwH(‘:)T ~Ne b\ aNb
1 o= CQ.8(C:
_ . T __ _ o 1. e vl
R,,(0) =5 BOdiagQ, L' =3 GG [ BQH. - g (11.53)
01 0

Este término, resultado de la presencia de /, debera introducirse en las Ecs. (10.42) y
(10.43). Respecto de la primera, el término de correccion adopta la forma:

H R +R H = 0 HIBQHL + QB H (11.54)
+ e iy STt e D —|(11.
B T R e Ty HfB;’QmH;T+H;QmB;’THfTTHjB:QmH;’T+H;QmBj;THX"T
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Estimacion a posteriori de las variables de navegacion y los parametros
Actualizadas la matriz H y la ganancia de Kalman junto con la innovacion se determina
la correccion del estado aumentado:

< - e e e T
Mo =Ko (¥ =30 =[ 07 1AV AP JADT [AIT (11.55)

mediante la cual se actualizan:

C;" =exp(S(O)NC; = (1+8())C; (11.56)
V&=V AV (11.57)
P =P + AP° (11.58)
b =b +Ab (11.59)
1" =1+ Al (11.60)

11.5 Integracion INS-GPS fuertemente acoplada

Consideramos ahora la integracion de una unidad inercial (UMI) con los observables
primarios de codigo (pseudo-rango) y Doppler (delta-pseudo-rango) medidos por un
receptor GPS por cada satélite visible de la constelacion. Esta configuracion es
usualmente denominada INS-GPS fuertemente acoplada para distinguirla de la
configuracion débilmente acoplada que, como vimos en el ejemplo anterior, procesa los
datos secundarios de posicion y velocidad determinados por el modulo de navegacion
del receptor.

Satélite i

Antena
/ - GPS

UMI
Al centro de coordenadas ECEF

N\

Figura 11. 4.

La Fig. 10.4 describe la geometria del problema con brazo de palanca antena-UMI para
un satélite de la constelacion visible. Para simplificar, / se supondra conocido. Por los
mismos motivos que en el ejemplo anterior, se elije la terna de referencia ECEF con lo
cual las ecuaciones cinematicas son también las (5.17) y el vector desviacion del estado

cinematico dx estd dado por la (11.40).
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Modelo de las medidas exoceptivas
Reintroducimos los modelos de los observables de codigo y Doppler establecidos en el
Capitulo 9 (Ecs. (9.35)) para s satélites visibles de la constelacion:

p, =R, +cdt,+sp'+n,; M,(t,)~N(O,R)
Pro PPl s (11.61)

p' =R +cD, +gl; () ~NO,R,)

Donde, sp'=E'+c(I! +T' —8t,) engloba los errores de propagacion y del segmento
espacial; ni) =cM ;-1-8; es el error residual de la medicion del pseudo-rango, en tanto
que €, lo es de la medida de la frecuencia Doppler que incluye: las derivadas

temporales E°, Tu“ , f: , la deriva del reloj satelital, el error de medida y los efectos de
las reflexiones multiples (ver definiciones en el Parrafo 9.1 del Capitulo 9).

Denotamos F, =R/ /R ~F' al versor de apuntamiento al satélite i. Para velocidades no

orbitales, la derivada temporal de este versor puede despreciarse. Bajo estas
condiciones, de la Fig. 10.4 se obtienen:

R, =|R.|=[P"-P, |=F-(P"-P,)=F"-R]

. A . (11.62)
R =(E) (V'=V,)=F~(V'-V,)

Se supondra que en los instantes #; se obtienen s pares de mediciones independientes de
los observables:

y,-(tk){‘.);(tk)} i=1..s (11.63)
0,(%)

El modelo de las mediciones (11.61)/(11.63) es funcion del vector que agrupa el
conjunto de parametros inciertos:

p.2[cdt, D, sp' - sp’] R (11.64)

Destacamos que en la presente configuracion los errores sp' no forman parte de los
residuos de las medidas de codigo, por lo cual estos ultimos quedan reducidos a su

minima expresion (1-5Smts, ver Parrafo 9.1.1). Una estimacion inicial gruesa del vector
p, puede obtenerse a partir del mensaje de navegacion del GPS.
El siguiente modelo vincula el desvio del reloj con su deriva temporal:

cdt, =D, (11.65)

De acuerdo con la Fig. 10.5 la distancia de la antena al satélite i en coordenadas
terrestres resulta:
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R! =(P') — (P + C") (11.66)

Desviacion del estado aumentado
El ejemplo contempla incertezas tanto en el modelo de los instrumentos inerciales:

Sp; = |:66T SbT] , como en las mediciones exoceptivas GPS: dp,. De acuerdo con las

Ecs. (10.6) y (11.40) (6 (6.21)) definimos el siguiente vector desviacion del estado
aumentado:

ox(7) 0
Sy(H)=| dp, (1) |; ox°=|8V° |eR’; (11.67)
op,(2) oP°

Las desviaciones dp, se vinculan con los errores en las medidas inerciales dp a través
de la ecuacion (11.1).

Modelo de las innovaciones.
Teniendo en cuenta que 8R! =8F +R! +F'«3R! ~F'«3R! (3F ~LR!), perturbando
las Ecs. (11.61) se obtienen:

Bpi _ FITSR; + Sspi + CSSta + T]:)} (11.68)

8p, 2p, —p, = 8R! +¢3D, +¢})
Por otra parte, perturbando la (11.66) y usando 8C; = S((pe)éz calculamos:
SR’ = —8P° —3C:I" = —8P° —S(°)C:l" = —5P° + S(C:l")op* (11.69)

En la anterior se us6 el hecho de que / es conocido sin error y ademas P’ =0 dado que
los errores de efemérides (o de posicionamiento) del satélite i ya fueron incluidos en el
término sp'. Asi, el modelo de la innovacion en pseudo-rango resulta:

8y =k (~0P° + S(C; 1")9°) + c8dt, +dsp’ +),

11.70
:[ETS(CZII)) 0 —lv‘iT]Sxe-i-[l 01, "':ISPE‘FU; ( )

Donde de la (11.64), dp! = [cSéta 8D, Ssp' - 6sp“] . Por otra parte, a partir de la 2*
Ec. (11.62), establecemos:

SR: = R «3F + 1 «3R’ (11.71)

Derivando la Ec (11.66), usando &¢, = C:@’, — Q. y luego de despreciar el producto

vectorial Q°x/[¢ se tiene:
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R =P Ve (@f xI)+S(R)C1 ~ P -V —C (@' xI")  (11.72)

Perturbando esta expresion y usando el mismo argumento empleado para las (11.69),

que aqui justifica usar 8P’ =0, calculamos:
8R! = -8V —5C: (@) xI") - C: (80’ x 1)
= -8V —S(¢*)C: (@] x ")+ C:S(I")de’, (11.73)
= —3V* +8(C; (@), xI")o* + C;S(I")d0,
Por otra parte, de la definicion del versor F' ~R’ /R’ junto con la (11.69) resulta:
5F' =(R) (I -FFT)SR. = (R)) (I - fff”)[—spe + S(CZI”)(pE] (11.74)
Llamamos /¢ = égz” y definimos los vectores fila:
¢, SR (I -FFSU)/ R +F"S(Cy (@), xI")); i =1,...,5

Usando esta definicion, sustituimos las (11.72) a (11.74) en la Ec. (11.71) para, luego de
algunas manipulaciones, obtener:

SR =cl o —F"8V° —(R)'RY (I -FF")3P° +F' C;S(I")dw), (11.75)

Finalmente, introduciendo la anterior en la 2* de la Ec. (11.68), resulta la expresion
lineal en 8x°, ), y dp, de la innovacién para los observables Doppler, i=1,...,s:

SyP =[ e, |-F" =R (A-FF")/ R} |ox° +E C;8(I")5e), +[0]1]---|0}---]5p, + &), (11.76)

A través de los términos S(/€)e° = x@° y S(I*)d’, =I* x8w",, el brazo de palanca
hace que las innovaciones sean sensibles a las componentes del error de actitud ¢° y del
error giroscopico Sw!, ortogonales al vector /. Sensibilidad que se manifiesta en

presencia de las velocidades lineal y angular: R; y @, . Este hecho ofrece a esta

configuracion potencial tanto para la determinacion de la orientacion como para la
calibracion de los girdéscopos a bordo de vehiculos suficientemente agiles. Mas atn,
como el lector advertira, usando mas de una antena con brazos de palanca no paralelos,
las innovaciones Doppler podran aportar informacién directa sobre todas las
componentes del error de actitud y de todos los parametros giroscopicos que, de acuerdo

con la Ec. (11.1), se relacionan con Sw!, mediante:
S, =| L(@;,){0{7]0|3p, +&, (11.77)

El modelo de las innovaciones de ambas medidas del receptor GPS en relacion a cada
satélite 7 y para cada instante #, se resume en las siguientes ecuaciones:
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i ni (t ) i i .
Syi(tk)szSXkJr[ I_P(")}:[Hx’k H,, pek]Sxk+nA, i=1..,s
D

Mo () = €5 (8) + £/ Ci8 ("G, (1,) (11.78)
n, ~ N(O,R));

Donde, con base en las Egs. (11.70) y (11.76) las sub-matrices de H;, se definen como:

o2l ESUD 0 g a|Li0r0i, 10
S T T RTI—Fi) /R ek T 0 T1 101 10
P | | [ | |
0 |0| 0 |o | 0
H 2| o0 o Esa o 11.79
pik VTC S(I"L(®), 01F S(I”)'O'O ( )

Ecuacion de las desviaciones del estado aumentado.
La ecuacion de la desviacion del estado cinematico (11.41) para este ejemplo se escribe:

5x° = F:dx° + B L(®),)86,, + B.Sb,, + B¢ L(f")d0 , + B{5b , + B, (11.80)
La ecuacion para los parametros del modelo de calibracion de la UMI es:
op, =&;; &, ~N(0,8(1)Q,) (11.81)

En tanto que el modelo de las desviaciones de los parametros de los observables GPS
es:

81, | [cdD, +¢,]
8D, €y e, ~ N(0,8(HQ,,)

dp, = Eisp1 = € 5 €p, ~ N(0,0(1)Q),) (11.82)
: : e, ~N(0,8()Q,,)

| Osp” | €

Como se muestra en la Ec. (11.78), tal como en un ejemplo anterior, la presencia del
brazo de palanca hace que las ecuaciones del error del estado cinematico (11.80) y la
medicion externa de Doppler compartan el mismo ruido aditivo &, con lo cual los

procesos Oy, y M, no podran considerarse independientes. Esto obliga una vez mas a
evaluar el término correctivo R (#) en funcioén de R, #0 tal como en las (11.52) y
(11.53) e introducirlo en las ecuaciones del EKF: (10.42) a (10.44).

Por lo demas, es un sencillo ejercicio que se deja al lector demostrar que a partir de las
(11.80) a (11.82) se obtienen tanto la matriz de la dinamica del error del vector de
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estado aumentado A(¢) como la matriz B(¢#) de las Ecs. (10.36). Las mismas seran
luego usadas para el disefio del EKF.

Estimacion a posteriori de las variables de navegacion y los parametros

Con los modelos de H, de la dinamica de las desviaciones y de las estadisticas de los
ruidos, el procedimiento EKF permite determinar la ganancia de Kalman y con ésta la
correccion del estado aumentado Ay,,, como en (11.55). Las variables de navegacion
se actualizan usando las Ecs. (11.56) a (11.58) y, finalmente, los parametros
instrumentales mediante:

(11.83)

Importa desatacar que con la 1* Ec. (11.83) se calibran los instrumentos inerciales y con
la 2* se estiman los errores de propagacion y satelitales y, muy importante, se corrige el
reloj del receptor, mas atin se estima su deriva en el tiempo (ver Ec. (11.64).

11.6 Débilmente acoplado vs fuertemente acoplado

Si bien su complejidad es mayor, en términos de calidad de navegacion la configuracion
fuertemente acoplada tiene grandes ventajas respecto de la débilmente acoplada. En
efecto, la primera utiliza medidas generadas por el receptor sobre la constelacion visible
de la mayor calidad posible. En primer lugar, por que los residuos son los optimos y, en
segundo, porque todos los observables son medidas independientes con lo cual sus
residuos también lo son. En cambio, la opcion débilmente acoplada (llamada también
INS-GPS-PV) usa estimados de P y V calculados por el receptor época por época
ignorando la correlacion temporal debida al movimiento del vehiculo que es registrado
por la UMI. A esto se agrega que la estimacion de la posicion puede estar fuertemente
segada (ver discusion a continuacion de la Ec. (9.47)) y basada en residuos de muy
pobre calidad. El resultado es una reduccién tanto en la calidad como en la cantidad y la
tasa de informacion disponibles.

Otras caracteristicas de gran importancia practica de la configuracion fuertemente
acoplada tanto desde el punto de vista algoritmico como metodolégico son: en primer
lugar, como cada una de las 2s medidas (11.63) es independiente de las demas, el filtro
de fusion (EKF o SPKF) puede procesarlas una a una como si procediesen de
instrumentos independientes (de hecho lo son) aunque lleguen todas en el mismo
instante. Esto reduce significativamente la dimensionalidad del calculo y por ende la
complejidad global del algoritmo. Mas especificamente, véase la influencia de la
dimensionalidad de H,,, sobre: a) la actualizacion de la co-variancia a posteriori dada

por las Ecs. (10.45) 6 (10.47), b) el calculo de la ganancia K (Ec. (10.44)) y c) la
actualizacion, a partir de la innovacion, del estado aumentado (Ec. (10.21)). Otra
ventaja de gran interés practico (sobre todo en ambientes donde la visibilidad de la
constelacion puede ser variable o reducida (ej. cafiones urbanos, maniobras con cambios
rapidos y de gran amplitud en la orientacion del vehiculo, interferencia etc.) es que
contrariamente a la configuracion débilmente acoplada, esta configuracion no requiere
que el receptor tenga en todo momento 4 o mas satélites adquiridos (salvo posiblemente
al inicio de la navegacion). En cambio, el algoritmo de navegacion, siempre mejorard la
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estimacion disponible cada vez que el receptor procese y provea el pseudo-rango o
Doppler de al menos un satélite.

Por ultimo y no por esto menos significativo se destaca la importancia de posibilitar
transferir al receptor el tiempo preciso GPS a partir de incluir en el vector de parametros

el sesgo del reloj del receptor.

11.7 Navegacion relativa con fase diferencial

Una condicidn necesaria para la aplicacion de las técnicas diferenciales a la navegacion
relativa entre dos o mas vehiculos es la existencia de un enlace de comunicaciones entre
los vehiculos con tiempos a bordo debidamente sincronizados. Cuando esta condicion

se cumpla y el vector distancia entre dos receptores satisfaga |DW <700m, se podra

considerar el uso de observables de diferencias de fase dobles con residuos
centimétricos lo cual posibilita, en principio, la estimacion de las ambigiiedades propias
de todo observable de fase. Como se vio en el Parrafo 9.4 del Capitulo 9, con estos
observables es potencialmente posible alcanzar la mas alta precision y exactitud
disponibles en los sistemas de navegacion GNSS. Las complejas técnicas numéricas de
real time kinematics (RTK) introducidas en el Parrafo 9.4.3 son el Unico recurso que
permite determinar "época-por-época” las ambigiiedades de fase, sin embargo, como a
continuacion demostraremos, esto no es necesario cuando los mencionados observables
forman parte de un esquema de navegacion integrada en el cual las ecuaciones
cinematicas permiten correlacionar su estado actual con el de toda época pasada. Dentro
de un tal esquema, las ambigiliedades son consideradas parametros a estimar del modelo
de las medidas de dobles diferencias de fase. La configuracion paramétrica del
navegador se mantendra en tanto cada pareja de receptores permanezca enganchada a un
sub-conjunto comun de satélites visibles de la constelacion GNSS. Si bien el monitoreo
de los satélites comunes y la consiguiente actualizacion del modelo son tareas que
comparten el enfoque "navegacion integrada" y el esquema RTK, este tema no seré, sin
embargo, objeto de este parrafo.

Consideramos como ejemplo una plataforma de referencia fija a la Tierra y un vehiculo
que se mueve en torno a la primera. Las posiciones de los centros de fase de las antenas
de los receptores de referencia y a bordo del vehiculo se expresan en las coordenadas

terrestres {e}, respectivamente, como P’ y P’. El interés de usar esta terna de
navegacion particularmente con medidas GNSS fue ya sefialado en el Ejemplo 11.4. Se
supondra por simplicidad que el centro geométrico de la UMI coincide con P; .

Modelo de las de las ecuaciones cinematicas
Para la navegacion relativa, lo que interesa es la dinadmica del vector

d°=P/-P'=[d d, d.]" entre el vehiculo y la referencia. Dado que esta Ultima se
supone fija a la Tierra, en este caso se tiene que v° =d° = Pj. El dominio acotado de
los desplazamientos (|d] <700m) permite suponer, en primer lugar, que la gravedad
abordo del vehiculo es aproximadamente constante e igual a g°=Cg(P,)[00 v(P)T

(ver, por ejemplo, la expresion (4.48)) y, en segundo, que su velocidad sea lo
suficientemente reducida como para despreciar la fuerza de Coriolis.
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Bajo las condiciones anteriores, las ecuaciones cinematicas para d°(ver Ecs. (5.17))
adoptan la forma reducida.

a) d* = v* ;d°(t,) = d ~ N(d;, P, (0))
b) v* =Cif" +g° ;v°(4,) = Vg ~ N(V(,P,(0)) (11.84)
¢) C; =C;S(w),) ; C;(0)=C;, =exp(S(-6,,(0)))

Donde 0,,(¢) es el angulo de la rotacion instantdnea de la terna {b} a la {e} y ademas

resulta: o, = o, —€,. Las Ecs. (11.84) pueden ser integradas mediante un algoritmo
strap-down derivado del presentado en el Parrafo 7.2 del Capitulo 7.

Modelo de las desviaciones del estado cinematico
La pequeia rotacion @° definida como el error angular sobre la terna "de llegada" del
angulo 9,,(¢) permite escribir la diferencial de la MCD:

8C: =S(9°)Cs = 5C” = -C’S(¢°) (11.85)
Perturbando las Ecs. (11.84), se obtienen:

a) 8d° = &v*
b) 8v¢ = 8CH" + Coof” + 8g° = —S(Cif")p° + C5f” + dg° (11.86)
¢) 8C; = 8C;S(),) + C;8(8w},) = S(¢°)C;S(),) + C;S(8w;,)

Donde &f” es el error de medida de la fuerza especifica y 8g° el desconocimiento de la
gravedad. Por otro lado, evaluamos:

d5C;
dt

== S(¢°)CS +S(9°)CiS(w’) (11.87)

Luego de igualar las dos ultimas ecuaciones y premultiplicarlas por C” se obtiene la
dindmica del error de alineamiento:

S(¢°) = C;S(3e),)C =

. (11.88)
(i)e = CZSO‘)eb
Suponiendo conocimiento perfecto de €2, (8Q, =0) calculamos:
dw’, =8(0), — ) = dw’, — 5CQ
eb ( ib te) ib e"%e (1189)

= 8oy, + CS(99)Q, = Say, — CS(Q, )0

Introduciendo la Ec. (11.89) en la Ec. (11.88), resulta la expresion del modelo del
desalineamiento:
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¢ =-S(Q,)¢° + C50, (11.90)

Luego de las sustituciones apropiadas y combinando las Ecs. (11.86) a), b) y (11.90) se
obtiene finalmente el modelo de las desviaciones del estado cinematico:

] [-S@Q) 00 c 0. .4 To
5% =| 6v° |=| —S(Cf*) 0 0 |ox+| 0 C* F"’g’}r Il5g¢  (11.91)
5d¢ 0 10 0o oL ] |o
ﬁ/e—/ T

Modelo del sensor exoceptivo
Este consiste en el modelo lineal (9.82) de las diferencias doble de fase, formulado en el
Capitulo 9, que reproducimos a continuacion:

Gy
f—/%

_(Ri_ﬁlv)T dx(tk)
Y= d,(t)|+a+n,; n,~N(O,R,) (11.92)
~(R-R!)" | [4:(%)

Donde G es una matriz conocida en todo instante dependiente de la geometria de la
constelacion. Como se dijo, los residuos m, de esta medida son de orden centimétrico

cuando las ambigiiedades, agrupadas en el vector a € R*™, son consideradas parametros
del modelo de medidas exoceptivas. De este vector se supondrd conocida una
estimacion inicial al inicio de cada intervalo de tiempo en que los receptores comparten
un conjunto dado de satélites en linea de vista. Al comienzo de la navegacion podra
usarse un estimado obtenido a partir de las soluciones SPS en cada receptor.

Estado aumentado y modelo de sus desviaciones

La componente paramétrica del estado aumentado dependera de la complejidad del
modelo de la UMI adoptado (Ecs. (11.1)) y del numero de satélites compartidos. Una
vez mas, para simplificar la presentacion elegimos para el primero la representacion
(11.9). De este modo, el vector de las desviaciones del estado aumentado y su modelo
resultan:

ox°
ob ox° -
Sy & i P » T G DN
F o [SP}E
Sa (11.93)

Sy =A(1)dy+ B(1) [2“}

277



Martin Espafia Comision Nacional de Actividades Espaciales

F©° B° I 0 I
0 0 00 B0

AO=| 0 o o ok BO {OTJ (1194)
0 0 00

Modelo de las innovaciones.
Siguiendo la estructura general dada por la Ec. (11.2) se tiene:

8y, =Gy, 0dy,, +da+m,,, = |:Hx H, H, H, ]kﬂ s + M

(11.95)
sz[G 0 O];Hbzo;Hg =0,H,=1,
Estimados a posteriori.
A partir de la innovacion y de la ganancia de Kalman calculadas para el instante ¢, ,, tal
como en la Ec. (11.27), se determina la correccion del estado aumentado:
At =[(0)"5(AV) 5 (AD); Ab"; Aa" )

k+1

(11.96)

y con ella, tal como en las Ecs. (11.56) a (11.60), se actualizan las estimaciones a
posteriori:

“=d” +Ad°
F =9+ AV

Y=b +Ab (11.97)

+

[=F3)
Il

T <>

a +Aa
o7 =exp(S(9°))C;

>

oy =

11.8 Sistema de navegacion para una plataforma SAR aerotransportada

Este parrafo tiene por objeto describir el desarrollo de un sistema de navegacion para
una aplicacion especifica enfatizando aspectos del disefio del HW de adquisicion de
datos y de los métodos usados para el analisis de la performance y la validacion del
sistema a partir de los datos experimentales.

Un sistema de adquisicion SAR consiste de una antena de radar junto con la electronica
encargada de digitalizar y almacenar los ecos recibidos de los pulsos emitidos mientras
la antena es transportada por una plataforma aérea o espacial. Los ecos de los pulsos son
procesados coherentemente, con lo cual, el efecto resultante equivale a un arreglo de
elementos radiantes de una antena virtual que puede llegar a ser cientos de veces mas
larga que la antena fisica y, por tanto, con una resolucion proporcionalmente mayor. Lo
sorprendente de esta tecnologia es que, contrariamente a la observacion oOptica, la
resolucion espacial de una imagen SAR resulta independiente de la distancia entre la
antena y la escena (Curlander/McDonough, (1991)). Gracias a ello es posible adquirir
imagenes SAR de alta precision a muy grandes distancias (p.e. desde una altura de 1000
Km en el caso de una plataforma satelital).

278



Martin Espafia Comision Nacional de Actividades Espaciales

Otra notable caracteristica de la observacion remota SAR es que, en tanto que sistema
activo, su operacion no requiere de la iluminacion de la escena, mas aun, en gran
medida la calidad de las imagenes es independiente de las condiciones atmosféricas,
puesto que las nubes son transparentes para este tipo de radiacion.

La correcta formacion de las imagenes SAR requiere, sin embargo, conocer con cierta
precision la trayectoria de la plataforma que transporta la antena. Las plataformas
satelitales poseen un movimiento muy predecible, sin embargo las plataformas
aerotransportadas estan sometidas a perturbaciones de origen atmosférico que impactan
estocasticamente sobre la trayectoria alejando a éstas de las condiciones nominales
supuestas por los algoritmos numéricos de procesamiento de los datos SAR. Cuando la
trayectoria real es mal conocida, la imagen puede suftrir diversos tipos de distorsiones,
siendo el mas notorio el llamado desenfoque que consiste en la dificultad para
discriminar fronteras entre zonas adyacentes de una misma escena, principalmente, en la
direccion azimutal (ver Fig. 11.5). El resultado es un deterioro de la calidad de la
imagen, especialmente en alta resolucion.

Por esta razon, los procesadores SAR son normalmente asistidos por un sistema de
navegacion ad-hoc que permite determinar en tiempo diferido el estado cinematico de la
plataforma durante la adquisicion de datos. Las componentes del estado cinematico asi
reconstruidas alimentan al procedimiento de autoenfoque, llamado también de control
de movimiento, acoplado al procesador SAR que genera la imagen. En los sistemas
aerotransportados, la precision del sistema de navegacion determina en buena parte la
calidad final de la imagen.

En este apartado se describe el sistema de navegacion integrada INS/GPS/MAG
desarrollado para la CONAE que asiste al procesamiento de los datos de una antena
SAR en banda L aerotransportada (SAR-AT) a bordo de un avion Beachcraft B200. El
SAR es de tipo longitudinal, es decir produce imagenes de una franja lateral terrestre
paralela a la trayectoria aproximadamente rectilinea recorrida con velocidad casi
uniforme por la plataforma aérea o satelital (ver Fig. 11.5).

trayectoria anfena . *
-
SAR »
- 5
- angulo de
mirada  —

azimut

9>

Wi _ - rango terrestre

-

nadir

-~ - < “footprint™
franja terrestre

Figura 11.5: Esquema SAR aerotransportado
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La reconstruccion de la trayectoria de una plataforma SAR la realiza usualmente un
algoritmo de navegacion integrada que fusiona datos provenientes de un receptor GPS y
una UMI. Veremos el interés de incluir un magnetémetro como instrumento exoceptivo
suplementario.

La temporizacion y sincronia entre los datos SAR y los datos de navegacion es crucial
en todo el procedimiento. Para esto, ambos conjuntos de medidas son etiquetadas por un
unico tiempo comin abordo sincronizado con los pulsos PPS (pulse per second)
provistos por el receptor GPS.

El esquema en bloques de la Fig. 11.6 ilustra el uso de un sistema de navegacion en el

procesamiento y enfoque de una imagen SAR. A este esquema responde el SAR
aerotransportado (SARAT) de la CONAE.

Adquisicion en VHelo | Progesamiento diferido

»| Antena | _| Procesador | Imagen Ség
SAR T " SAR
1 .
UMI |— || Autoenfoque [«
- C
TR
PPS ;¢ | Filtro de fusion
X GPS LI de datos Trayectoria
[ - estimada.
_|Otros instr.| | I I

| de naveg.

I
Figura 11.6: Diagrama en bloques del procesamiento de datos SAR-AT

A continuacioén describimos el sistema de navegacion desarrollado por el grupo de
electronica del Instituto Argentino de Radioastronomia (UNLP-CONICET, Berazategui,
Argentina) bajo convenio con la CONAE

Configuracion de instrumentos de navegacion:

1.- Unidad inercial Motion Pack de Systron Donner (SD/MP): UMI triaxial analogica
MEMS (tactica), de 6 canales inerciales y sensor de temperatura interior. Para
compensar los efectos de la temperatura se desarrolld6 un horno termo-estabilizado
electronicamente a 65 £1°C que alberga a la UMI durante su uso.

La calibracion y caracterizacion estocastica de la unidad inercial SD, fue realizada a
partir de datos experimentales adquiridos en el laboratorio de ensayos de la CONAE
para distintas temperaturas de operacion. Los datos fueron luego procesados con los
algoritmos expuestos en G. Marinsek (2011) (ver Tablas 3.5 a 3.8 de Marinsek, (2011))
suponiendo un modelo como el de las Ecs. (2.11) y (2.12). El algoritmo de navegacion
usa como valores nominales los parametros determinados durante la calibracion a una
temperatura nominal de funcionamiento de 65°C. La Tabla 7.1 muestra los desvios
estandar de algunos de esos parametros que resultan del procedimiento. Estos desvios
fueron usados para probabilizar las desviaciones iniciales dp, del modelo de las
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desviaciones (11.1) (P.(#)) en la Ec. (10.5)). En la misma tabla se consignan las

estadisticas de los ruidos, que mas afectan a la unidad, caracterizados mediante el
procedimiento de la Variancia de Allan descrito en los Parrafos 2.6 y 2.7 del Capitulo 2
de este volumen.

PARAMETRO | GIROS X/Y GIROZ |ACELS.X/Y| ACEL.Z
Rango 100(°%/s) 200(°/s) 10 (g) 15(g)
Error f/escala 1o <1,24x10™ <1,24x10™ <0.44 x10™ <0.6 x10™
2 R 0,26x107 0,4x107
Error sesgo 1o | <0,24x107(°/s) <I1x10™(%/s) (m/seg?) (m/seg?)
Error fgsahn' <0,5x10°rad | <2x10°rad | <0.8x10*rad | <1,2 x10* rad
Ancho de banda 75 Hz 75 Hz 900 Hz 900 Hz
BI 1.7 x10°(%/s) 4x10°(%/s) | 7x10™* (m/seg®) [1.7x107 (m/seg’)
ARW/VRW 7x10% °As) | 4x107 °As) | 1.7x10*ms™? | 3,2x10™ms™?

Tabla 7.1: Parametros de la UMI SD/MP

2.- Magnetometro HMC6343 de Honeywell triaxial de estado solido. Posee sensores
magneto-resistivos, anisotropicos de baja sensibilidad cruzada entre ejes integrado y un
acelerometro triaxial MEMS. El instrumento mide, a una tasa configurada a 10Hz, el
rumbo de su eje principal proyectando el vector magnético sobre el plano horizontal
local. Tanto la orientacion del plano de montaje respecto de la vertical local como la del
rumbo son determinadas por un algoritmo embebido en un microprocesador que usa las
medidas acelerometricas a modo de inclinometro. Este modo de funcionamiento hace
que sus medidas de rumbo no sean validas durante movimientos acelerados del avion,
por lo que s6lo son tenidas en cuenta por el filtro con el aviéon en tierra o durante los
tramos de wvuelo casi uniforme. Si bien la exactitud del rumbo es de 2 a 3° su
repetibilidad es <0,3° y el ruido en el ancho de banda <0,1° rms. Esto constituye una
precision mas que aceptable comparada con otros dispositivos miniaturizados. Una
interfase de comunicacion permite ingresar la declinacion magnética local.

3.- Receptor GPS Hemisphere Crescent (EOM-Board): de 12 canales (puede seguir
hasta 12 satélites simultaneamente) de bajo consumo con 20gr de peso, mide 7x4 cm, y
provee datos P/V en terna ECEF a una tasa de 10Hz.

Sistema de adquisicién de datos

Consiste en dos bloques, uno es la unidad central de manejo y almacenamiento de datos
(UC) y el otro la unidad de digitalizacion de los datos inerciales generados por la UMI-
S/D (UMI-D).

La unidad central (UC en la Fig. 11.7) consta de un bloque de control y manejo de datos
desarrollado en base a un dispositivo de logica programable (FPGA) que incluye un
micro-procesador con sistema operativo Linux embebido. Dicho médulo maneja el bus
de datos y valida todas las medidas antes de almacenarlas en memoria. La UC incluye,
ademas, el magnetometro, el receptor GPS, la interfaz de comunicaciones con la UMI-D
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y un enlace de ethernet que permite al operador configurar y supervisar la adquisicion
desde una PC. La memoria tiene capacidad para almacenar hasta 10hs de medidas
inerciales (a 100Hz), de PV del GPS (a 10Hz) y del yaw magnetométrico (a 10Hz).
Toda esta informacion es pos-procesada por un algoritmo ad-hoc de navegacion
integrada como el indicado en la Fig. 11.6.

PC Control —  Unidad
ontrol y manejo
Usuario < Enlace ethernet > de datos &ejné;al
Magnetom. @ .
HMC 6343 -§ ¢ H'_'\ Memoria Antena
[}
o
RS-232 (PPS) | [T~ 2| [ ops Y
<:> B ! |
UMI-D comunicac. N—|Hemisphere
RS-422 (UMI-D) L

Figura 11.7: Arquitectura del sistema de adquisicion de datos

El modulo UMI-D incluye el recinto termo-estatizado que alberga a la UMI, la
electronica de acondicionamiento térmico y la de digitalizacion de los datos. Esta ultima
estd compuesta por 6 canales inerciales (3 aceleraciones y 3 velocidades angulares) mas
otro de temperatura. El HW de los primeros 6 canales (ver Fig. 11.8) lo conforman un
filtro antialias (FAA) de 600Hz, un ADC con datos de salida de 24 bits a 60Kbs y un
modulo FPGA que: a) genera las magnitudes integrales Aa, Av con 16 bits (incluido el
signo) a 100sps y b) comanda la comunicacion serie de los datos hacia la UC a través de
un canal RS-422.

| e e e e e e i -

1 IRS-422
|| FAA | [ADC24b] '[Aaav16b] [up /UART| ! 4uc

: 600 Hz 60Kbs 100 Hz serie :

1

Figura 11.8: Electronica de digitalizacion de la UMI/SD (UMI-D).

El flanco ascendente del pulso por segundo (PPS) del receptor GPS indica el inicio del
segundo del sistema GPS. Con esta sefial se etiquetan los datos del magnetometro al
interior de la UC. Accesible desde el exterior via un canal RS232, la misma sefial es
usada para etiquetar las medidas inerciales digitales la UMI-D, para sincronizar la
electronica de generacion de pulsos SAR y, finalmente, para temporizar los ecos.

11.8.1 Modelos de las desviaciones del estado y de las innovaciones

La reconstruccion de la trayectoria de la plataforma se realiza mediante un algoritmo de
navegacion integrada que procesa en tiempo diferido los datos almacenados en la UC.
La terna de navegacion usada es la ECEF con lo cual la ecuaciones de navegacion
resultan dados por las Ecs. (5.17) y el algoritmo strap-down el expuesto en el parrafo
7.2. El vector de las desviaciones del estado cinematico 6x’, definido en la Ec. (11.40),
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es solucion de las Ecs. (6.3). La integracion con el GPS es del tipo débilmente acoplada,
es decir, se usan los observables secundarios de posicion y velocidad que calcula el
receptor GPS en coordenadas ECEF.

Modelo perturbacional de los sensores inerciales

Dado que el procesamiento diferido de los datos permite liberar al algoritmo de
navegacion de las restricciones propias de las aplicaciones en tiempo real, se decidid
privilegiar la precision de la estimacion a la intensidad de computo y adoptar el modelo
general de la IMU expresado por la Ec. (2.13) con 2x(9+3)= 24 pardmetros y cuya
version perturbacional esta dada por las Ecs. (6.15) y (11.1).

of’
op; =& &(1)~N(0,8()Q))

o b ~b ¢b
[ m”’}:BP‘(mib,f )op, +&,; éﬁ[ (11.98)

%w} ~N(0,8(1)Q.)
&

Modelos de las innovaciones.
Las innovaciones de las mediciones GPS de posicion y velocidad en terna ECEF se
modelan como sigue (ver definiciones en la (11.44)).

[Syff} [f’g—l’e} H! 10 [61&2}{%}

= - — __V_+_ ;

il Lveevi LA oo ] L, (11.99)
H =010, | 1]eR™; B =[0I, |0, ]eR™;

3x3

La formulacion del modelo de la innovacion de la medida magnetométrica del yaw
(3y; ) requiere mayor elaboracion. Como modelo de esta medida adoptamos:

¥ =¥ +dm(P®) + 5dm +1,, (11.100)

en la cual, dm(P°) es el modelo (posiblemente tabulado) de la declinacién magnética
en funcion de la posicion, ddm el error local del modelo y n, el error de medicion.
Perturbando la anterior el modelo de la innovacion resulta:

dy, =0y* +ddm +n, = H!8x, +ddm +n,, (11.101)

En lo que sigue determinaremos la matriz H . Consideramos como punto de partida la
Ec. (6.43) para n=g, que vincula el error angular de plataforma respecto de la terna
geografica (ENU) ¢* con las desviaciones en roll (3¢ ), pitch (60) y yaw (dy*).

13Y0) -sen(y*)/cos(0) -cos(y*)/cos(0) 0 N,
50 |= -cos(y*) sen(y*) 0(¢°=| N, |¢* (11.102)
oy -sen(y*®)tan(0)  -cos(y*)tan(0) 1 N,
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Recordando las diferenciales matriciales (6.20), (6.28) y (6.39): oC, =S(¢°)C;,
OCE =8(80%)C? 8C; =S(¢*)C: que, para n=g, establecen, respectivamente, el error

angular de plataforma: ¢*, el error angular ¢@° y el error angular de posicion o0
evaluamos:

8C? =S(¢*)C* = §(C*C:
» =S(¢9)C; =d(C{C,) (11.103)
= §CEC: + C2C: = S(80°)C + C*S(9°)C:

De éstas se obtiene:

S(¢%) =S(36*) + C:S(9*)C: =
(9%) =S(30%) + C;S(9)C, (11.104)
¢ =00° + Cto°
El siguiente paso consiste en expresar el error de posicion angular 60 en funcion del
error de posicion en coordenadas ECEF: ox’. Para esto, siguiendo el desarrollo de G.

Castillo (2011), partimos de las siguientes expresiones establecidas en el Apéndice A de
esa referencia (se indican al margen las ecuaciones de donde fueron extraidas):

: Vis o X g,
(A.10): OA = —=-dx" +—-0y
xy Xy

(A.16): 5D = — X sen(@? cos(D) syt — 2 sen(@z) cos(D) 5" + sen(dD)gcos(d)) 52° (11.105)
y I/,'vy z
(A.23): 8h = {%@—@}w&cf by )+ {Si—(i)—@} 82¢

Donde se usé: 7, 2 () + (), 8P° = [Sx“ &y° SZe]T, a(D) = ag’sen’ () cos’ (D)

con a el radio ecuatorial terrestre y € la excentricidad del elipsoide normal (ver Cap. 4).
Las anteriores se condensan en la siguiente expresion:

oA ox¢
50 [=M,,, (P*)| & |=M,,, 5P (11.106)
oh oz¢

A continuacion modificamos trivialmente la segunda expresion (6.67) y teniendo en
cuenta la anterior, escribimos:

0 -1 0] dh
30 =cos® 0 0D |=N,(P)M
sin® 0 O} oA
%/—J

No (@)

(P°)5P* (11.107)

ADh

Con lo cual, ¢* en (11.104) resulta:
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¢* =Cf9° + N, (D)M,,,, (P*)SP° (11.108)
Finalmente, a partir de la (11.102) escribimos:
dy* =N, ¢* =N Cio°+ N N,(D)M,,, (P*)SP (11.109)

Si ahora llamamos ddm al error en el conocimiento de la declinacidn magnética local,
el modelo de la innovacién de la medida del yaw se expresa como:

dy, = 0y¢ + ddm + Ns

. ) ,. &x (11.110)
- |:H(P H; HP H‘}‘”’:|k |:6d;}’l:| + n}uk; T]_,v,k - N(O’Ql)
Con las sub-matrices en (11.110) dadas por:
H)=N/C; H,=NN/(OM,, (P°); H  =0;H, =1 (11.111)

11.8.2 Resultados experimentales

A continuacion se presentan y analizan los resultados de la navegacion integrada
obtenidos para vuelos del Beachcraft B200 realizados durante 2011 con la
configuracion instrumental descrita mas arriba. Inicialmente se muestran resultados de
la fusion de datos UMI(S/D)-GPS sin usar magnetometro.

Latitud, longitud v altura
e 7 T T 7

-31.4

Latitud (%

-31.6

-£4.2
£4.4
B4 B

Longitud (%)

a

Altura (m)

i i i I i i i i .
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Tiempo ()
Figura 11.9: Reconstruccion de la trayectoria del avion en coordenadas
curvilineas con datos UMI/SD + GPS.

Una trayectoria tipica comienza con el avion inmovil cercano al hangar, contintia con su
desplazamiento hacia la cabecera de pista (~10min), luego el carreteo que dura unos
I1seg. y a continuacion la maniobra de despegue. Una vez adquirida la altura de
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operacion (~20min), se inicia la mision SAR, la cual comporta vuelos rectilineos,
uniformes y nivelados sobre tramos pre-establecidos por la programaciéon de la
adquisicion SAR. Concluida la mision, siguen las maniobras de descenso y aterrizaje.

La Fig. 11.9 muestra la reconstruccion de la trayectoria en coordenadas curvilineas
terrestres, en tanto que la Fig. 11.10 representa la proyeccion de la misma trayectoria
sobre el plano horizontal local. Una ampliacion de esta ultima figura cerca del
aeropuerto permitiria observar los desplazamientos hacia y desde el hangar cercano a la
pista del aeropuerto. En el perfil de altura de la primera figura se advierte el ascenso y
vuelo en la altura de operacion (6000m en este caso), luego el descenso y el aterrizaje.
Las adquisiciones SAR ocurren al interior de los segmentos de vuelo que exhiben una
variacion lineal en latitud y en longitud y que se corresponden con trazos
aproximadamente rectilineos en la Fig. 11.10.

Latitud %'s. Longitud

-31.25

-31.3

-31.35

-31.4

-31.45

Latitud {7)

-3A

-31.85

-31.6

-31.65

SIS T T T T
Figura 11.10: Trayectoria del avion proyectada sobre el plano horizontal
local con datos UMI/SD + GPS.

La Fig. 11.11 muestra la orientacion del vehiculo que calcula el SW de navegacion, en
angulos de Euler yaw, pitch y roll respecto de la terna geografica local. El yaw se
representa modulo 180°. Tipico en vuelos "coordinados", las variaciones positivas y
negativas en pitch se corresponden con los ascensos y descensos del avion, en tanto que
los giros o cambios en yaw se correlacionan con variaciones en el angulo de roll o
guifiada.

Notese en particular el viraje en pleno ascenso que el avion realiza desde el rumbo
(aprox.) -150° a (aprox.) -60°. Esta maniobra se ejecuta durante los primeros 2 minutos
del despegue manteniendo el pitch en unos 15°y el roll de unos 20°. Una vez alcanzada
la altura de operacion es posible visualizar tramos de adquisicion SAR caracterizados
por un perfil de yaw aproximadamente constante.
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Figura 11.11: Orientacion en vuelo respecto de la terna geografica
local con datos UMI/SD + GPS.

De acuerdo con lo expuesto al final del sub-Capitulo 10.3, usamos como herramientas
de diagnostico del funcionamiento del filtro la funcion de auto-correlacion de las
innovaciones de las medidas exoceptivas: posicion y velocidad GPS. Las graficas de la
Fig. 11.12 permiten constatar el caracter casi impulsivo de dichas funciones alrededor
del cero. So6lo se muestra la componente Z dado que las otras exhiben un
comportamiento similar (por el resto ver Catillo, (2011)).

Autocorrelacion de la innovacion de la posicion en el eie Z

1
5 -4 3 2 1 2 3

Tiempo (s) x10*

Figura 11.12: Auto-correlaciones de las innovaciones de las ‘medidas
GPS de posicion y velocidad segun el eje Z (ECEF).

La Fig. 11.13 muestra la evolucion del proceso de las innovaciones de posicion (a) y de
velocidad (b) de las medias GPS junto con sus cotas "2¢" (95%), siendo o el
correspondiente elemento de la diagonal de la matriz de covariancias P (k) evaluada
mediante la Ec. (10.42). La comparacion entre ambas curvas permite advertir una
variancia tedrica en exceso conservativa para la posicion y mejor ajustada para la
velocidad. Esta constatacion a posteriori pudo haber sido utilizada para mejorar la
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sintonia del filtro. En todo caso, ambos resultados demuestran la consistencia estadistica
de las covariancias tedricas determinadas por el EKF.

Innovacion de la nosicion GPS en el eie Z (ECEF) (m)
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Figura 11.13: Innovaciones de las medidas GPS de posicion y velocidad
seotn el eie Z (ECEF) comnaradas con sus cotas tedricas de 2c.

En la Fig. 11.14 se expone la evolucion de los desvios estandar tedricos de los angulos
de Euler estimados al inicio de un vuelo. Se observa que cuando el vehiculo esta quieto,
la accion de la gravedad g (medida por los acelerometros) es suficiente para reducir la
incerteza inicial en roll y en pitch, en tanto que la incerteza del yaw crece

monotonamente.

roll (°)

[

:

pitch (°)

eteo Despegue

50

1 i L L
100 150 - 200 250 300 350
tiempo (seq)

Figura 11.14: Desvios estandar tedricos de la orientacion previo al despegue.

Esto ultimo se debe a que siendo el la UMI-SD de calidad a penas tactica, resulta
incapaz de medir la rotacion angular terrestre, por lo tanto, no hay aporte de
informacion del yaw del avidon mientras éste permanece inmovil. Al mismo, tiempo, las
perturbaciones hacen que la incertidumbre de ese parametro crezca indefinidamente. El
crecimiento se revierte suavemente cuando el vehiculo inicia su desplazamiento hacia la
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cabecera de pista. La razon: la informacion aportada por el GPS revela la direccion de
su movimiento y, por tanto, el azimut hacia el que apunta la nariz del avion. Al
momento de iniciarse el carreteo sobreviene una drastica reduccion de la incertidumbre
en el yaw debido a que ahora, una componente importante de la aceleracion apunta en la
direccion de la nariz lo que incrementa, a través de los acelerometros, la informacion
disponible en yaw y pitch. De este modo, en apenas 11segs., el filtro reduce y equipara
las incertidumbres de esos 2 angulos de Euler.

0

-a0

-100

aw ()

-150

200 i 3 i i ; i : i i
o o5 1 18 2 25 3 35 4 45 &
Carreteo

u] 0s 1 1.4 2 25 3 35 4 4.5 5
Tierpo (min)

Figura 11.15: Perfil del yaw y de su desvio estandar en torno al carreteo
(rojo: con mag., azul: sin mag.).
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Figura 11.16: Perfil del yaw y de su desvio estandar a lo largo del vuelo para las

configuraciones con y sin magnetémetro (azul: con mag., rojo: sin mag.).
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En lo que sigue se ilustran los efectos de incluir el magnetometro. La Fig. 11.15
compara los perfiles del yaw y su desvio estandar teorico para las configuraciones con y
sin magnetéometro durante un intervalo de tiempo que comprende: a) 4 min. con el
avion parado en cabecera de pista, b) el carreteo y c) los primeros instantes del despegue
y ascenso. Como era de esperarse, el magnetometro suprime el crecimiento de la
incerteza sobre el yaw previo al carreteo. Ambas estimaciones convergen durante el
despegue mientras el avion vira alrededor de 100° hacia la derecha. Al final de la
grafica, se observa la persistente mayor precision de la estimacion del yaw con la
configuracion que incluye al magnetdmetro.

La Fig. 11.16 compara las estimaciones del yaw para ambas configuraciones (con y sin
magnetometro) durante todo el vuelo. Ademas de la pronunciada divergencia durante
los primeros 4 minutos ya referida, se observan diferencias durante los tramos de vuelo
uniforme en que la configuracion sin magnetémetro pierde calidad de informacion. Esto
explica las fuertes divergencias entre ambos desvios estandar tedricos en dichos tramos
ilustradas en el grafico de la parte inferior de la figura.

Lo anterior permite concluir que, precisamente durante los tramos de adquisicion SAR,
el magnetometro aporta una importante mejora a la calidad de navegacion.

Navegacion INS-GPS sin calibracion de la UMI-SD

La calibracion en vuelo de la unidad inercial requiere alta intensidad de computo y
complejidad del algoritmo y de los métodos de validacion del SW. En vista de esto, a
continuacion se evalua la performance del sistema de navegacion sin calibrar de la UMI,
es decir congelando el modelo nominal (11.9) provisto por el fabricante o bien
identificado por los métodos del Capitulo 2. Como medida de performance, la Fig.
11.17 muestra la funcion de autocorrelacion de las innovaciones de posicion y velocidad
GPS de la configuracion IMU/SD-GPS sin calibracion. Comparando con la Fig. 11.12
se advierte claramente el deterioro de la performance del filtro.

Autocorrelacion de la innovacion de la posicion en el eie Z

Tiempo (s) x10*

Figura 11.17: Autocorrelaciones de las innovaciones de las medidas GPS de
posicion y velocidad segun el eje Z (ECEF) (sin calibracién de UMI-SD).

"Los datos del magnetometro sélo se usan hasta el inicio del carreteo.
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Completando el analisis, la Fig. 11.18, muestra la evolucion de las innovaciones en
posicion y velocidad del GPS junto con su intervalo de confianza tedrico del 95%. De la
comparacion de esta ultima figura con la Fig. 11.13, constatamos, en primer lugar, un
importante incremento en la magnitud de las innovaciones lo que refleja la dificultad del
filtro de predecir la medida exoceptiva y, en segundo lugar, que la evolucion del
proceso se mantiene sistematicamente fuera de su intervalo de confianza teodrico. Se
concluye asi sobre la necesidad de calibrar la UMI-SD con datos de vuelo.

Comparacion con instrumentacion inercial de alta performance

Durante la experimentacion en vuelo del sistema de navegacion también se registraron
datos inerciales con una unidad inercial iNAV-FJI fiber optic gyro (de clase navegacion)
montada sobre el avion. La diferencia mas notable con la unidad UMI-SD (de clase
tactica) son los girdscopos de tecnologia IFOG de muy alta performance de la primera.
En la Tabla 7.2 se consignan los principales pardmetros para su comparacion con los
indicados en la Tabla 7.1 par la UMI/SD.

Innovacion de la posicion GPS en el eie Z (ECEF) (m)
a0 T T T T T T 1 l T
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Figura 11.18: Innovaciones de las medidas GPS de posicion y velocidad
segin ¢l eje Z (ECEF) comparadas con sus cotas tedricas de 2o (sin

calibracion de UMI-SD).

PARAMETRO GIROS ACELS.
Rango 100(°%/s) 10 (g)
Error f/escala 50ppm 100ppm
Error de alin. 1o <10 rad <10 rad
Ancho de banda 500 Hz 500 Hz
BI <10°(/s)  |<5x107° (m/seg’)
ARW/VRW 1,6x10° (°As) | 8x10°ms™"?

Tabla 7.2: Parametros de la unidad inercial IFOG: iNAV-FJI.
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Las Fig. 11.19 y 11.20 muestran la evolucion de las innovaciones en posicion y
velocidad del GPS junto con su intervalo de confianza tedrico del 95%,
respectivamente, para los casos sin y con calibracion de la unidad inercial iNA V-FJI.

Innovacion de la posicion GPS en el eie Z (ECEF) (m).
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Figura 11.19: Innovaciones de las medidas GPS de posicion y velocidad en
el eje Z (ECEF) comparadas con sus cotas teoricas de 2c (sin calibracion de

UMI iNAV-FJI).
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Figura 11.20: Innovaciones de las medidas GPS de posicion y velocidad en

el eje Z (ECEF) comparadas con sus cotas tedricas de 26 (con calibracion de
UMI iNAV-FJI).

Comparando ambos registros, solo se advierte una ligera reduccion en la potencia del
proceso de innovacion en el segundo caso y al mismo tiempo un desplazamiento de su
valor medio hacia el valor nulo, mas acorde con lo esperado para un proceso de
innovacion. El escaso aporte de la calibracion en linea observado en ese caso es
consecuencia de la gran estabilidad de los parametros de esta UMI de clase navegacion.
Podra afirmarse entonces que una reduccion en la calidad (y el costo) de la
instrumentacion inercial puede, en parte, ser compensada con un aumento en la
intensidad del calculo. De este modo, cuando la aplicacion involucre una gran cantidad
de unidades podria preferirse asumir el costo del desarrollo, la puesta a punto y la
validacion del SW de algoritmos de navegacion mas complejos, inversamente, cuando
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se requieran solo algunas pocas unidades la decision podra ser de usar instrumentacion
inercial de mayor calidad.

Desvio estd. del vaw en el eie Z (LGV)(°)
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Figura 11.21: Comparacion de desvios estandar tedricos de yaw, posicion y

velocidad con calibracion de iNAV-FJI (rojo) y de SD (azul).

En la Fig. 11.21 se comparan las performances de la navegacion integrada sin usar
magnetometro con calibracion de ambas unidades inerciales. Interesa destacar que a
pesar de que los errores en la medicion de posicion GPS sean métricos, en ambos casos
el filtrado hace que la imprecision teodrica de la posicion resulte decimétrica.
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Figura 11.22: Desvio estandar teorico del yaw usando la unidad de
iINAV-FJI con (azul) y sin (rojo) magnetdmetro.
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Como es de esperar, para los registros de las tres variables elegidas, la imprecision
teorica a lo largo de todo el vuelo es sensiblemente mayor cuando se usa la unidad
iINAV-FJI que con la SD. El comportamiento resulta similar para el resto de las
variables (ver Castillo, 2011). En el perfil correspondiente a la SD de la primera grafica,
se observa el deterioro, ya comentado, en la precision del yaw durante los minutos en
que el avion permanece inmévil. En cambio, durante el mismo lapso, el desvio estandar
del yaw decrece cuando se usa la unidad iNAV-FJI. Esto se debe a que el sistema de
navegacion gana informacion del yaw gracias a que la alta resolucion de esta unidad le
permite medir con precision la velocidad angular terrestre.

En la Fig. 11.22 se estudia el efecto de incluir o no el magnetéometro en la configuracion
instrumental con la unidad iNAV-FJI. La ampliacion del inicio del vuelo en la grafica a)
(compararla con la Fig. 11.15) permite apreciar que el magnetometro aporta desde el su
inclusién informacion util que complementa a la que surge de medir la velocidad
angular terrestre reduciendo, en consecuencia, considerablemente la imprecision en la
estimacion del yaw. La nueva informacion aportada por el GPS durante el carreteo
equipara finalmente la precision entre ambas estimaciones.

En cambio, la grafica b) (compararla con la Fig. 11.16) muestra que, ya en vuelo, el
magnetometro no aporta sustantivamente a la calidad de la navegacion ni siquiera en los
tramos criticos de vuelo uniforme. Importa destacar que el desvio estandar del yaw que
resulta en este caso es casi un orden de magnitud inferior al obtenido usando la SD con
el magnetometro.

Como ya se indico, la buena performance demostrada por la configuracion con la
unidad iNAV-FJI se explica por su alta resolucion que aporta informacion del yaw atn
en los tramos de vuelo uniforme. Pero, sumado a esto, la excelente estabilidad de sus
parametros hace que una vez calibrados (al principio del vuelo incluido el carreteo)
¢éstos no requieran casi recalibracion durante el vuelo preservando la alta performance
aun en los tramos en que la trayectoria no aportaria informacion relevante sobre esos
parametros (ver discusion sobre reconstructibilidad y observabilidad en
Carrizo/Espafia/Giribet, 2014).

Consistencia relativa de las estimaciones

El hecho de disponer sobre la misma serie de vuelos de dos calidades muy dispares de
unidades inerciales motiva a preguntarse en que sentido las estimaciones provenientes
de ambas configuraciones son consistentes entre si. Como la variable mas critica resulta
ser el yaw durante los intervalos de vuelo uniforme, este caso fue usado como testigo.
En la Fig. 11.23 se grafican, para ambas configuraciones, los intervalos de confianza
alrededor de los estimados del yaw en tramos de vuelo casi uniforme. En rojo se
representan los resultados con la SD y en azul los correspondientes con la iNAV-FJI (la
separacion entre las cotas para esta ultima configuracion es a penas perceptible en la
escala elegida). Se advierte en todos los casos que el intervalo de confianza de la
estimacion de mayor precision queda totalmente contenido en el correspondiente a la de
menor precision. Si bien este resultado no podria considerarse como una validacion
experimental del desempefio adecuado de ambos disefios de sistemas de navegacion, si
demuestra la consistencia relativa entre ambas configuraciones.

294



Martin Espafia Comision Nacional de Actividades Espaciales

13? ............. ............. | 134
) CHEE et e e Bl R T
g 132 : : E
E 130 f i b e _
R e R 130 ; ; :
1100 1150 1200 1700 1750 1800
162 AN EEEREEEEEEE e (T
Q o : it :
g™ P e o e
Z 1% (AR e
S 154 BTl A S, e
2500 2550 2600
e o S —— e T
S IRETE : : b
5] 5 : f 160
ARkl
5 1 R i S PR 158

2800 2900 3000 seg. 3150 3200 3250 seg.

Figura 11.23: Intervalos de confianza para el yaw con SD(rojo) e
iINAV-FJI (azul) en tramos de vuelo nivelado.

Conclusiones

En lo que respecta a fusion INS-GPS se demostrdé que cuando la unidad inercial es de
calidad tactica su pobre estabilidad paramétrica exige complejizar el algoritmo de modo
de incluir la calibracion en tiempo real de la unidad. Cuando la unidad sea de clase
navegacion, ese requerimiento podria obviarse aunque la performance global siempre se
vera mejorada en caso de aplicarlo. Mas atn, la calibracion en tiempo real sumado a la
alta estabilidad paramétrica que caracteriza a estas unidades asegura un excelente
desempefio, atin en los tramos en que la dindmica del vehiculo torna inobservable
muchos de sus parametros. Esto se vio claramente en los intervalos de vuelo uniforme
del avion en los cuales el desvio estandar tedrico del yaw diverge significativamente con
la UMI-SD. En este ultimo caso, la inclusion de un magnetometro deviene crucial para
estimar adecuadamente la orientacién del avion en cualquier régimen de vuelo, en
cambio, cuando la UMI es de clase navegacion su aporte resulta casi irrelevante. La
razén es que una UMI de esta clase puede medir con precision la velocidad angular
terrestre y por tanto obtener informacion de yaw a partir de ello. Se demostré ademas
que si bien el magnetometro mejora la performance de la Systron Donner, el desvio
estandar teorico del yaw se mantiene un orden de magnitud superior al que resulta de
usar la iNAV-FJI, alin sin magnetometro.

Por ultimo, La posibilidad de registrar datos inerciales con dos UMI de clases diferente
permitié validar por comparacion la consistencia estadistica en las salidas del sistema
desarrollado.
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Apéndice A
Modelo del Potencial
Gravitacional Terrestre

El potencial gravitacional ¥(P) en un punto P del espacio E’ estd descrito por la

ecuacion de Poisson:
AV (P) = -4nGp(P) (A.1)

donde A indica el operador laplaciano, G la constante de gravitacion universal y p la
densidad de masa en el punto considerado. Cuando P es exterior a la corteza terrestre
p(P) = 0 (despreciando la densidad de la atmosfera) y la ecuacion de Poisson se reduce
a la ecuacion de Laplace:

AV(P)=0 (A.2)

Consideremos la esfera S, de radio @ centrada en el centro de gravedad terrestre que
contiene al volumen que ocupa la Tierra. Cuando el potencial gravitacional sobre la
superficie de S, es usado como condicion de borde, las soluciones de la (A.2) describen
el potencial gravitacional terrestre exterior a dicha esfera. La condiciéon de borde
constituye la unica informacion fisica requerida por el modelo. Por razones que
apreciaremos mas adelante convendra introducir el potencial gravitacional terrestre
normalizado:

a

V) GM

V(pP) (A.3)

T

siendo My la masa nominal de la Tierra. Claramente, V' (P) también satisface (A.2) para
los puntos exteriores a la esfera de radio a.

Vista la simetria, lo mas natural es adoptar coordenadas esféricas geocéntricas (ver
Parrafo 4.2.2) para las cuales el laplaciano (A.2) se escribe como:

_ -
j+2;i cos D, o +— 12 0 Ij =0 (A4)
r-cos®, oD, oD, ) r'cos @, OA

1o(.0
r* or or

Ensayamos en la Ec. (A.4) una solucién hipotética del tipo:
V(r,® ,\)=RrY (D A);r>a, (A.5)

que permite separar en factores la dependencia radial de la dependencia angular de las
soluciones. Los factores de la (A.5) satisfacen, respectivamente, las siguientes
ecuaciones:
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lg(rz 6_Rsz (A.6)
R or or

2
_ o cos®d, or + 12 0 ): =-K (A7)
Ycos®, 0D, 0D, ) Ycos @, Or

siendo K una constante arbitraria llamada de separacion. Como se comprueba
facilmente por sustitucion, las soluciones de (A.6) requieren que sea K= n(n+l) y
resultan de dos tipos:

n

R
R(r) = { ; 0<n (A.8)

Veremos mas adelante que n debe ser un entero positivo. Dado que las soluciones »”
contemplan efectos de masa a grandes distancias exteriores al volumen de cualquier
esfera de radio finito, el modelo gravitacional debido exclusivamente a la masa terrestre
s6lo incluye soluciones del tipo V.

Por otra parte, las soluciones Y( @, 1) de (A.7) pueden obtenerse separando nuevamente
la solucion en factores de tal modo que sustituyendo Y(@,A)=F(®.)L(L) en (A.7) e
introduciendo una nueva constante de separacion M se obtiene, por un lado, la ecuacion
para la funcion de la longitud:

o’L
o\’

+ML=0 (A.9)

y por otro la correspondiente a la latitud:

L cos(D(a—F +| n(n+1)—
cos®, 0D, 0D

¢

F=0 A.10
cos’ @ j ( )

¢

La condicion de continuidad de las soluciones en longitud de (A.9) sobre la esfera, i.e.:
L(A)=L(A+2m) impone que M =m entero, por lo que sus soluciones resultan:

cos(mA), sen(mA); Vm entero (A.11)

Para M=m’, la ecuaciéon de la latitud (A.10) es la llamada ecuacion asociada de
Legendre en coordenadas polares. Introduciendo el cambio de variables x=sen(®.), que
transforma: [-n/2,m/2]—[-1,1] y usando la relacion valida para toda funcion G(®,):

d—G = cos(CD()—dG((D” (x))
do ' dx

¢

la Ec. (A.10) se rescribe segun su forma clasica en funcion de la coordenada lineal x
como:
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0 \OF LR P
EZQLﬂx)&J+(M”+D 1 ZjF ’ N

—X

Las tinicas soluciones acotadas de la ecuacion asociada (A.12) en el intervalo x € [-1,1]

(D, € [-m/2,m/2]) resultan ser para n y m enteros tales que n>m > 0. Estas soluciones

son llamadas funciones asociadas de Legendre y pueden generarse mediante la formula
de Rodrigues (Wahr, 1999; Artken/Weber, 1995):

F(x) _p (x) _ (1 _ xz )m/Z dn+m

X=-D"n>2m=>0 A.13
n,m 2nl’l' dxn+m ( ) ( )

Donde los enteros n y m son respectivamente e/ orden y el grado de P, [-1,1]:—[-1,1]

A.1 Propiedades de las funciones asociadas de Legendre (Arfken/Weber, 1995)

Las funciones asociadas de Legendre incluyen a los polinomios de Legendre de orden n
para m=0 generados mediante:

1 d

b o(x)=F,(x)= e (x* =1)" (A.14)
Paridad/imparidad respecto del origen:

P,(x)=(D""F,,(x) (A.15)
Cambio de signo del grado m:

P @@= ) (A16)

Condicion de los extremos:

P (1)=0; m=0
* (A.17)
P.(21) = (1)’

Relaciones de recurrencia:

2(n+ 1)mem =(n+ m)Pn_Lm +(n—m+ l)PMM
2(n+1)(1—x2)”2Pn’m = P

n+l,m+1 - n—1,m-1

(A.18)

A continuacion introducimos los polinomios y las funciones de Legendre normalizados,
(ambos soluciones de la Ec. (A.13)), respectivamente:
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}_’” (x) = AN 2n+1P (x),

(A.19)

B2 \/2(2;1 +1)(n—m)! P

(n+m)!

Es posible demostrar que los polinomios de Legendre normalizados conforman una base
ortonormal del espacio de Hilbert L[-1,1] y que las funciones generalizadas de
Legendre son ortonormales en [-1,1], es decir:

1
(BB 2 [ B (0B, (x)dx =5, 5 n,0 2 m (A.20)
-1

O en coordenadas polares sobre el circulo (x=sen(®.)):

n/2

(Pm,l_),’m) = J. 1_’”1 (sen(d)c))}_’,’m (sen(®,))cos(® )dD, =9, ,; n,l =2m (A.21)

n,l >
-n/2

De las definiciones (A.13), (A.14) y (A.19) resultan las primeras funciones de Legendre
normalizadas para x=sen(¢):

(sen(9)) =13 cos ()
1 (sen(¢)) = V15 cos (¢)sen(9) (A.22)

15
4

o(sen(9)) =1 ;

A R
B, (sen(¢)) = /3sen(9) ; P

P, (sen(9)) = \/5(38611(4))2 —1); B (sen(9)) = \|—cos(9)’

A.2 Funciones Armonicas Esféricas

Con base en lo anterior definimos como funciones armonicas esféricas sobre
[-7/2,m/2]%x[0,2%], n>m al siguiente conjunto de soluciones de la parte angular del
laplaciano (A.7):

Com (@, 0) = P, , (sen(®, ) cos(m)

. (A.23)
Sym(@,0) =P, (sen(D,))sen(mA)

A partir de las definiciones (A.23) y usando la propiedad (A.21) es posible comprobar
la ortogonalidad del conjunto de las funciones armonicas esféricas segun el siguiente
producto escalar definido sobre la esfera unitaria:
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(CosCot) 2 [[ G, (6,BYC, , (6,B)ds

= [dB [ C,.(0.B)C,(§,B)cos(§)dd = 4nd,,3,,,
(SprS) 2 [[ S, (0.B)S,, (6, B)ds (A24)
= [dB [ ,.(&:B)S,, (@, 1)cos()d$ = 473,,3,,,

(Spm>Ciy) =0; Vn,m,k,l

En las cuales ds =cos(¢p)dddf constituye el diferencial de superficie de la esfera
unitaria S1y 8, es el “delta” de Kronecker. Pero, el aspecto de mayor importancia que

hereda el conjunto de estas funciones de las funciones de Legendre y de las funciones
trigonométricas es que constituye una base completa de las funciones definidas sobre S
(Arfken/Weber, 1995). De este modo, toda funcion Y(D.A):[-n/2,m/2]%x[0,2n] > R

“suficientemente continua” (no necesariamente continua en todas partes) puede
expandirse mediante la siguiente doble sumatoria de funciones armoénicas esféricas
llamada serie de Laplace:

Y@= S [CnCon(@.2)45,,8,,@.0)]  (A25)

n=0 m=0

Donde, gracias a la ortogonalidad de las funciones armonicas esféricas, los coeficientes
Cumy Spm se calculan mediante:

1 1
Com =z o) =2 j Y(6,B)C,, (0.B)ds

{ { (A.26)
S . =—S,,)=—1|Y(,B)S,, (9,B)d
==V S,) = j I (6:-B)S, , (0. B)ds
En particular para m=0y segun las Ecs. (A.19) se tiene V n>0:
1 —
Co =— [[Y(&.B)P, (sen(9))ds
4m g (A.27)

S,0=0

A.3 El Potencial Gravitacional

Cuando la funcion (A.25) describe el potencial normalizado sobre la esfera S,
mencionada mas arriba, i.e.: Y(®_ )= I7(a,CDC,7»), el potencial gravitacional en los

puntos situados a una distancia »>a del centro de gravedad terrestre corresponde a la
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solucion del llamado problema de Dirichlet y resulta de las (A.25), (A.5) y la 1* de las
(A.8):

o n+l
V(r,®,,\) = Z(gj 2 [CnCn(@,2)+5,,S,,(@,M)] (A.28)
n=0

m=0

En efecto: en primer lugar, la serie (A.28) es claramente convergente para »>a dado que
su mayorante (A.25) lo es; en segundo lugar, ¥ (r,®_,A) cumple la condicién de borde:
17(”’(1)0’7“)|,.=a =Y(®,,A) y en tercer lugar, de acuerdo con (A.5) y la primera de las
(A.8), cada término de la serie convergente (A.28) satisface la ecuacion (A.4) la cual,
dada la linealidad del operador laplaciano, también es satisfecha por ¥ (r,®_,1) (y por
Vr,®_,\)).

Junto con la (A.3) y las (A.27), la expansion en arménicos esféricos de V' (r,®_,A) para

r=a resulta en consecuencia:

Vir®,.0) = M 7o ) =
a

_GM, {i (ﬁj {Cn,oﬁn (sen®,) + i n(sen® )| C, , cos(md) + S,Lmsen(mk)]}}
r m=1

r n=0

(A.29)

Usando la integral volumétrica de Poisson es posible (ver Hofmann-Wellenhof/ Moritz,
2006) transformar las integrales de superficie (A.26) en las siguientes integrales
volumétricas:

Com = (2n+1)MT TM( jc”’”’(d)’ﬁ)dm (A30)

Spm = (2n+DM Jﬂ( js,,,mw,mdm

T Tierra

En las cuales dm = p(r,¢,p)dv es el elemento de masa de la Tierra ubicado en el punto

de coordenadas esféricas (r,9,B) y dv =r" cosddrdddp el correspondiente elemento
de volumen con densidad p(7,9,B).

Las Ecs. (A.30) permiten visualizar el significado geométrico de los primeros
coeficientes C,,, ¥ Sun Usando las (A.23) y las (A.22) obtenemos las siguientes
expresiones en coordenadas cartesianas de los primeros integrandos de las Ecs. (A.30).
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Co=1 S,=0,75,=0

rC,o(9,B) = V3rsen(9) =3z

rC,, (¢,8) = \/3rcos (¢) cos(B) = v3x

rS,,(9,B) = \/3r cos (¢)sen(B) = 3y

r2C,,(6,B) = V1512 cos (9)sen(p) cos(B) = v152x
r28,,(9,B) = V1517 cos (¢)sen(p)sen(B) = v/15zy

(A.31)

De las anteriores resulta en primer lugar que A4,, =1 y ademas que los siguientes

momentos de 1° orden son nulos cuando el centro de coordenadas coincide con el centro
de masa de la Tierra

1 1 1
Co = N, [[] zdm: c, = il [[[ xdm; s, =t [ yam — (A32)

T Tierra T Tierra T Tierra

Por otra parte, dado que el eje z nominal de la Tierra coincide con el eje que maximiza
su momento de inercia respecto de €1, los siguientes momentos cruzados también son
nulos.

c“:\/;; ] Zxdm;Sz,lz\/gﬂ/} [[] zym (A.33)

T Tierra T Tierra

El resultado es la siguiente expresion para la expansion (A.29):

V(r,®,\)=
GM, = (aY = L=
= 1+ Z — | 1C, b, (sen(D,)) + ZPW (send)c)[C”’m cos(m\) + Sn,msen(mk)]
r n=2 r m=2

(A.34)
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Apéndice B
Matriz Jacobiana
de la Aproximacion J2

A continuacion se indican las expresiones analiticas de los coeficientes de la matriz

jacobiana para la aproximacion J, de la gravedad normal:

"(1+3J2a 15Ja 1574 ))x
27 X
= )y == e 1 2 15” (z/ )y [+€2| y | B.D)
0
9J,a° 15J a’
(1+ . (z/ ))Z
Cuya matriz jacobiana se expresa segun:
J, (P) =0y, /0P =y, /0P +0y /0P =3, (P*)+J (P°) (B.2)
Con:
100
J (x,y,2)=0Q*|0 10 (B.3)
000
Las entradas de la matriz J (P°)=J (x,y,z) estan dadas por:
GM 3x’ 3J a’, 5x 15J a’z 7x*
J, (LD = [1— p (1— )~ ( }
GM 3y, 3.4 5y 15J.a°2 7y2}
J (2,2)= 1- = (1- ——2 1-
(2D)= [ 7’ 21’2 ( rz) 27! ( r’ )
e 3)_GM ‘1 322 9Ja 52 15J,d’2 77 }
L 2rt
GM [ 3xy 15J,a*xy  105J,a’xyz*
J.(1,2)= . 24y+ Zﬁy} (B.4)
L 7 2r 2r
3.(,3)- GM, ‘_3xz_15J2a2xz 15Jaxz(2_722)}
L 2rt 2r r
B 2 2 2
1Le0- GM, | _3xy _15Ja'xy  105),axyz }
L 7 2r 2r
e 3)_GM { 3yz 15J,d’yz 15J,a°yz 77 }
r r 2rt 2rt

305



Martin Espana

Comision Nacional de Actividades Espaciales

1| 3xz 45J.a°xz 105J,a°xz’
Jg (391) :r_3|:_ ) - 227'4 + 22,/,6
1[ 3yz 45).a°yz 105J,a°y7° ®.5)
z a’yz a’yz
Jg(3’2) :_3|:_ ): - - 4 + - 6 }
r r 2r 2r
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Apéndice C
Momentos de 1° y 2° orden
de Procesos Estocasticos Continuos Lineales

Sea un proceso markoviano que responde al siguiente modelo de estado lineal variante
en el tiempo para >7y:

L=AOx+B@E; xeR";EeR" (C.1)
Donde y(#,) es un vector aleatorio de valor esperado j(¢,) y covariancia:
P, 2 E{(1(t,) ~ 10))(t,) = 16,)) | (C2)

Por su parte el ruido continuo &(¢) es supuesto centrado e independiente con densidad
espectral Q(¢) y covariancia 6(¢)Q(z) donde d(¢) es el delta de Dirac que satisface:

J30Q(Ddr =] 8(1)Q(1)d T =Q() (C3)

De la Ec. (C.1) y las caracteristicas de &(¢) surge que y(t)=E { x(t)} para >t es la

solucion de la siguiente Ec. homogénea:

L=AOL 1) = E{x()} dado (C4)
Entre las (C.1) y (C.4) escribimos el modelo del proceso incremental 8y =y —% segun:

&1 = A3y +B(D& E{81(t,)} =0 (C.5)
Por su parte, para la matriz de covariancia del proceso (C.1) se expresa como:

P(1) 2 E{(() - AO)x(®O) ~ 7))} = E{Sx(0)dx(t)"}  (C.6)
Con base en la anterior calculamos usando el modelo (C.5):

P(1) = E {81()d1(1)) |+ E{Sx()7(1))" }
= E{(A()33(t) + BOEO)X(1)' }+ E {Sx(t)(A(1)d(1) + B(E(®) | (C7)
= A(OP(1) + P(OA() +E {8(0&(0) |B()" +B(1)E {&(0)3x(1)" }
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Para evaluar el tltimo término de la ecuacion anterior, partimos de la solucion general
del sistema (C.5):

81(1) = ®(1,,)3(t,) + | (1, D)B(DE(TMd T

f

(i)(t’to) =A)D(1,1,); ©(1y,t)=1

(C.8)

Dada la independencia entre §(7) y 8y (¢,) y usando las (C.8) y la definicion del delta de
Dirac tiene:

E {300 |B() = [ @1, )B(D)E {&(1)E0)" JdB(0) = [ @1 1)B(1)3(t - 1)Q()TB(1)'

t—t,

= B(1)[ 8(: - 1d7Q()B() = B(1) [ 8(1)1.Q(B(

1 K 1
= EB@ J S(L)ArQ(1)B(t)" = EB(Z)Q(Z)B(f)T
(C.9)
Finalmente, puesto que Q(¢) = Q(¢)", sustituyendo el resultado anterior en la Ec. (C.7)

se obtiene la ecuacion diferencial matricial que describe la propagacion temporal de la
matriz de covariancia del proceso y(¢).

P(1) = A(t)P(t) + P()A(t)" + B(1)Q(1)B(?)"; P(t,) dada (C.10)

Correlacion con la observacion del proceso

Consideramos la observacion del proceso (C.1) perturbada por el ruido m(f) y su
desviacion:

y(2) = Hy (1) + n() = 8y (1) = Hdy (1) + n(?) (C.11)
y la covariancia cruzada P, (1) = E {8x(t)8y(t)7}
P (1) =E{&x(n)dy(1)" | H' + E{Sy(tm(®)' } =P(OH" +R (1)  (C.12)

El término de la correlacion R, (1) = E {6x(t)n(t)7} se evalua partiendo de la solucidon
(C.8) para obtener, siguiendo los pasos de la (C.9):

R, ()= [®, r)B(r)E{g(r)n(t)T}dr = [@(, DB(DR, (r.0)d (C.13)

fo fo

Cuando los ruidos §&(7), n(f) sean centrados y descorrelacionados entre si,
R, =0=R  =0.En ese caso se tiene:

308



Martin Espafia Comision Nacional de Actividades Espaciales

P, (1)=P()H’ (C.14)

Cuando pueda considerarse que Rg, (7,7) =8(t—1)Qg,, un desarrollo similar al que
conduce a la Ec. (C.9) permite mostrar que:

1
R, H)= EB(t)Qén (C.15)
Con lo cual en este caso se tiene:

P, (1)=P()H’ +%B(t)Q§n (C.16)
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